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Abstract

It is shown that surface tension effects on the free boundary are regularizing
for Hele-Shaw models. This implies, in particular, existence and uniqueness
of classical solutions for a large class of initial data. As a consequence, we
give a rigorous proof of the fact that homogeneous Hele-Shaw flows with
positive surface tension are volume preserving and area shrinking.
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1 Introduction

Recently, N. Alikakos, P. Bates, and X. Chen [1] proved that level surfaces of
solutions to the Cahn-Hilliard equation tend to solutions of the two-phase Hele-
Shaw problem with surface tension under the assumption that classical solutions
of the latter exist. In the present paper we show, in particular, that the above
assumption is in fact satisfied, i.e., we prove existence and uniqueness of classical
solutions to one- and two-phase Hele-Shaw problems with surface tension.
It should be mentioned that even weak solutions to Hele-Shaw problems with
surface tension were not known to exist in higher space dimensions. For the two-
phase Hele-Shaw problem in two dimensions, X. Chen [7] recently proved the local
existence of a weak solution for an arbitrary (smooth) initial curve, and global
existence of a weak solution when the initial curve is nearly circular. It should be
emphasized that there are no uniqueness results in [7]. Also in the two-dimensional
case, P. Constantin and M. Pugh [9] established global analytic solutions for the
one-phase problem, provided the initial curves are small analytic perturbations of
circles. Finally, still in two space dimensions and for a particular geometry, i.e.,
for strip-like domains, J. Duchon and R. Robert [12] established the existence of
local solutions for the one-phase problem.
Our approach works for one- and two-phase problems in any space dimension and
we obtain classical solutions and uniqueness for rather general initial data.
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We first consider the one-phase problem. Let Ω be a bounded smooth domain in Rn
and assume that its boundary ∂Ω consists of two disjoint non-empty components J
and Γ. Later on, we will model over the exterior component Γ a moving interface,
whereas the interior component J describes a fixed portion of the boundary. Let
ν denote the outer unit normal field over Γ and fix α ∈ (0, 1). Given a > 0, let

A := {ρ ∈ C2+α(Γ) ; ‖ρ‖C1(Γ) < a}.

For each ρ ∈ A define the map

θρ := idΓ + ρν

and let Γρ := im(θρ) denote its image. Obviously, θρ is a C2+α diffeomorphism
mapping Γ onto Γρ, provided a > 0 is chosen sufficiently small. In addition, we
assume that a > 0 is small enough such that Γρ and J are disjoint for each ρ ∈ A.
Let Ωρ denote the domain in Rn being diffeomorphic to Ω and whose boundary
is given by J and Γρ. To describe the evolution of the hypersurface Γρ, fix some
T > 0. Then each map ρ : [0, T ]→ A defines a collection of hypersurfaces Γρ(t) and
domains Ωρ(t), t ∈ [0, T ]. Let us also introduce the following generalized parabolic
cylinder

Ωρ,T :=
{

(x, t) ∈ Rn × (0, T ] ; x ∈ Ωρ(t)
}

=
⋃

t∈(0,T ]

(
Ωρ(t) × {t}

)
and, correspondingly,

Γρ,T :=
{

(x, t) ∈ Rn × (0, T ] ; x ∈ Γρ(t)
}

=
⋃

t∈(0,T ]

(
Γρ(t) × {t}

)
.

Observe that Ω0,T is just the standard parabolic cylinder Ω × (0, T ]. Similarly,
Γ0,T = Γ× (0, T ]. For the sake of completeness, we write JT := J × (0, T ].
Then, given any initial value ρ0 ∈ A, consider the moving boundary problem of
determining a pair (u, ρ) satisfying the following set of equations:

∆u = 0 in Ωρ,T

u = σκρ on Γρ,T

(1− δ)u+ δ(∇u|νJ) = b on JT

∂tSρ − (∇u|∇Sρ) = 0 on Γρ,T

ρ(0, ·) = ρ0 on Γ.

(1.1)

Here, σ > 0 is a positive constant, called surface tension, and κρ(t)(x) denotes
the mean curvature of Γρ(t) at x ∈ Γρ(t), t ∈ [0, T ]. We use the sign convention
that convex hypersurfaces have positive mean curvature. In particular, we have
κ0 ≡ 1 if Γ is the unit sphere. Moreover, ∆ and ∇ stand for the Laplacian and
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the gradient, respectively, in the Euclidean metric. The outer unit normal field
over J is denoted by νJ and Sρ is a defining function for Γρ, i.e., S−1

ρ (0) = Γρ,
ρ ∈ A. A precise definition of Sρ is given below. Finally, the function b is given and
the integer δ ∈ {0, 1} is introduced to label the boundary condition on the fixed
boundary J (where δ = 0 corresponds to a Dirichlet boundary condition and δ = 1
corresponds to a Neumann condition). The entire system (1.1) is called classical
formulation of the one-phase Hele-Shaw model with surface tension.
The equations in (1.1) express that the free boundary moves with normal velocity
V given as a nonlocal functional F(κ) of the mean curvature κ. More precisely,
let V be the normal velocity taken to be positive for expanding hypersurfaces and
let F(κ) := −(∇uκ|N), where uκ satisfies the first three equations in (1.1) and
where N is the outer unit normal field on the moving boundary. Then the fourth
equation of (1.1) implies the relation

V = F(κ) on Γρ,T ,

which can be considered as a nonlocal generalization of the usual motion by mean
curvature, see [23], [26], [19], [21].
To state our results clearly, we need some notations. Let us first give the definition
of Sρ. For this, pick a0 ∈ (0,dist(Γ, J)) and let

N : Γ× (−a0, a0)→ Rn, N (x, λ) := x+ λν(x).

Then N is a smooth diffeomorphism onto its image R := im(N ), i.e.,

N ∈ Diff∞(Γ× (−a0, a0),R),

provided a0 > 0 is small enough. It is convenient to decompose the inverse of N
into N−1 = (X,Λ), where

X ∈ C∞(R,Γ) and Λ ∈ C∞(R, (−a0, a0)).

Note that X(y) is the nearest point on Γ to y, and that Λ(y) is the signed distance
from y to Γ (that is, to X(y)). The neighborhood R consists of those points with
distance less than a0 to Γ. Given ρ ∈ A, define now

Sρ : R → R, Sρ(y) := Λ(y)− ρ(X(y)).

Then it is not difficult to verify that Γρ = S−1
ρ (0). Finally, we write Sρ(y, t) :=

Λ(y)− ρ(X(y), t) for any function ρ : [0, T ]→ A and (y, t) ∈ R× [0, T ].

Next we introduce some function spaces. Given an open subset U of Rn, let hs(U)
denote the little Hölder space of order s > 0, i.e., the closure of BUC∞(U) in
BUCs(U), the Banach space of all bounded and uniformly Hölder continuous func-
tions of order s. If M is a (sufficiently) smooth submanifold of Rn the spaces hs(M)
are defined by means of a smooth atlas for M . Finally, we fix α0, β ∈ (α, 1) such
that β < α0 and we set

V := h2+α0(Γ) ∩ A, U := h2+β(Γ) ∩ A.
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A pair (u, ρ) is called a classical (smooth) solution of (1.1), if

u(·, t) ∈ C∞(Ω̄ρ(t)), t ∈ (0, T ]

ρ ∈ C([0, T ],V) ∩ C∞(Γ× (0, T ))

and if (u, ρ) satisfies the equations in (1.1) point-wise. Recall that the function b
and the surface tension σ are known quantities, i.e., we assume that

b ∈ C∞(J) and σ > 0

are given. Our main result for problem (1.1) now reads as follows:

Theorem 1. Given any initial value ρ0 ∈ V, there exists a unique classical solution
(u, ρ) of (1.1) on a sufficiently small interval of existence (0, T ]. Moreover, the
moving boundary ρ is analytic in the time variable.
Of course, we can choose ρ0 ≡ 0 above. Then Theorem 1 guarantees a classical
solution to (1.1) starting from the initial hypersurface Γ. Observe, however, that
we also get a classical solution to problem (1.1) for any C2+α0 initial hypersurface
Γρ0 which is close to Γ in the sense that ρ0 belongs to V. If we content ourselves
with solutions in h3+α(Γ) rather than with smooth solutions, then Ω can be chosen
to be of class h3+α.

Consider problem (1.1) with positive surface tension and with a homogeneous
Neumann boundary condition on J , i.e., assume that σ > 0, δ = 1, b = 0, and let
(u, ρ) be the solution of (1.1) starting from the initial curve Γ0. In the following
it is convenient to use the notation Γt := Γρ(t) and Ωt := Ωρ(t) for t ∈ [0, T ].
Furthermore, let Vol(t) and A(t) denote the volume of Ωt and the area of Γt,
respectively. Thanks to Theorem 1 it is easy to prove that the Hele-Shaw model
is volume preserving and area shrinking. More precisely, we have

Theorem 2. The functions Vol(·) and A(·) belong to C∞((0, T ),R) and satisfy

d

dt
Vol(t) = 0, σ

d

dt
A(t) = −(n− 1)

∫
Ωt

|∇u(·, t)|2dx, t ∈ (0, T ).

Proof: (i) From Theorem 1 we know that ρ ∈ C∞(Γ × (0, T )). Hence, setting
θ(x, t) := θρ(t)(x) for (x, t) ∈ Γ × (0, T ), we have that θ ∈ C∞(Γ × (0, T ),Rn).
We will show in Section 2 that θ(·, t) admits an extension, again denoted by the
same symbol, satisfying θ ∈ C∞(Ω×(0, T ),Rn) and θ(·, t) ∈ Diff∞(Ω,Ωt) for each
t ∈ (0, T ). Hence the first assertion follows from the relations

Vol(t) =
∫
Ω

|det[D1θ(·, t)]| dx, A(t) =
∫
Γ

√
det[D1θ(·, t)TD1θ(·, t)] dσ,

where dσ denotes the volume element of Γ.
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(ii) Let N(·, t) be the outer unit normal field of Γt and let V denote the normal
velocity of [t 7→ Γt] in direction of N , i.e., let

V (θ(x, t), t) :=
(
D2θ(x, t)|N(θ(x, t), t)

)
for (x, t) ∈ Γ × (0, T ). Recall that Sρ(θ(x, t), t) = 0 for (x, t) ∈ Γ × (0, T ). Hence
we conclude that

V (θ(x, t), t) = − ∂tSρ(θ(x, t), t)
|∇Sρ(θ(x, t), t)|

, (x, t) ∈ Γ× (0, T ),

since the outer unit normal field N on Γt is given by ∇Sρ|∇Sρ|−1. Consequently,
the boundary condition

∂tSρ − (∇u|∇Sρ) = 0 on Γρ,T

implies the relation
V = −(∇u|N) on Γρ,T . (1.2)

In the following, dσt denotes the volume element of Γt. In terms of V, the temporal
changes of Vol and A are given by the formulas

d

dt
Vol(t) =

∫
Γt

V dσt,
d

dt
A(t) = (n− 1)

∫
Γt

κV dσt,

see, e.g., Theorem 2E in [22], Theorem 4 in [31], or p. 462 in [5]. Since u satisfies
the equations in (1.1) pointwise, Gauss’ theorem and (1.2) yield

d

dt
Vol(t) =

∫
Γt

V dσt = −
∫

Γt

(∇u|N) dσt = −
∫

Ωt

∆u dx = 0

and

σ
1

n− 1
d

dt
A(t) = σ

∫
Γt

κV dσt = −
∫

Γt

(u∇u|N) dσt = −
∫

Ωt

|∇u|2dx,

which completes the proof. 2

An analogous result of Theorem 2 for the two-dimensional Hele-Shaw flow was
proved in [7]. However, Chen’s result holds only almost everywhere on (0, T ) and
its proof is considerably more involved than the proof of Theorem 2. This is of
course due to fact that in [7] too little regularity properties of the solutions are
established in order to satisfy the equation point-wise.

Let us also discuss the above result comparing it to the one-phase problem without
surface tension, given by σ = 0. In the latter, the sign of the function b becomes
significant. Recently, it was shown in [17] that the one-phase Hele-Shaw problem
is well-posed if b � 0, i.e., if b(x) ≥ 0 for x ∈ J but b 6≡ 0. This is in clear contrast
to the case σ > 0 where the sign of b has no influence on the problem being
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well-posed, as Theorem 1 shows. Hence surface tension has a regularizing effect on
Hele-Shaw models, see also [13], [30], [25], and [22].
We call problem (1.1) linearly ill-posed on V if the linearized equation on a fixed
reference domain is ill-posed in the sense of Hadamard. Then we have the following
sharp alternative:

Theorem 3. The Hele-Shaw problem (1.1) is well-posed on V if σ > 0 or if σ = 0
and b � 0. It is linearly ill-posed on V if σ < 0 or if σ = 0 and b � 0.

Proof: This follows from Theorem 1, Remark 4.3 below, Theorem 1 in [17], and
Remark 5.3 in [17]. 2

The previous result indicates that problem (1.1) should also make sense when
the fixed part J of the boundary is empty, provided the surface tension does not
vanish. In fact, an inspection of the proof of Theorem 1 shows that in the case
J = ∅, σ 6= 0 the results of Theorem 1 remain valid.

Let us now turn to the two-phase Hele-Shaw model. To begin with, assume again
that Ω1 is a bounded smooth domain in Rn such that its boundary ∂Ω1 consists of
two disjoint components, the interior part J1 and the exterior part Γ. In addition,
let also Ω be a bounded smooth domain in Rn containing Ω1 and possessing a
boundary with two disjoint components. The interior part of ∂Ω is assumed to
coincide with J1 and the exterior part is called J2. Finally, we let Ω2 := Ω \ Ω1

and we use the same notation as above for V, Γρ, Γρ,T , Sρ, J iT , and Ωiρ,T , i ∈ {1, 2}
and T > 0. Of course, in this situation we assume that the positive constant a
in V is chosen small enough so that Γρ intersects neither J1 nor J2. Then we
consider the following two-phase problem: Given an initial value ρ0 ∈ V, find a
triple (u1, u2, ρ) such that

(u1(·, t), u2(·, t)) ∈ C∞(Ω̄1
ρ(t))× C

∞(Ω̄2
ρ(t)), t ∈ (0, T ]

ρ ∈ C([0, T ],V) ∩ C∞(Γ× (0, T ))
(1.3)

and such that

∆ui = 0 in Ωiρ,T
(∇ui|νJ) = 0 on J iT

ui = σκρ on Γρ,T

∂tSρ − (∇u1 −∇u2|∇Sρ) = 0 on Γρ,T

ρ(0, ·) = ρ0 on Γ.

(1.4)

Here we use the sign convention that κρ denotes the mean curvature of Γρ with
respect to Ω1

ρ. System (1.4) is the classical formulation of the two-phase Hele-Shaw
model with surface tension. For problem (1.4) we have the following general exis-
tence, uniqueness, and regularity result:
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Theorem 4. Assume that σ > 0. Then, given any initial value ρ0 ∈ V, prob-
lem (1.4) possesses a unique classical solution (u1, u2, ρ) in the class (1.3) for a
sufficiently small T > 0. Moreover, the interface depends analytically on the time
variable. If σ < 0, then problem (1.4) is linearly ill-posed on V.

We mention that, besides Hele-Shaw flows, problems (1.1) and (1.4) also encompass
quasi-static one- and two-phase Stefan problems, respectively, with an interfacial
free energy condition on the moving boundary. In the latter case, system (1.4) is
also called Mullins-Sekerka model, cf. [22], p.136. In addition, it is worth noting
that also the homogeneous two-phase Hele-Shaw model is volume preserving and
area shrinking, and that Theorem 4 remains true if the fixed part J of the bound-
ary is empty. This follows similarly as in the proof of Theorem 2.
To prove the above results we use the techniques developed in [15], [16], and [17],
i.e., we transform the original problem to a system of equations on a fixed ref-
erence domain. After a natural reduction of the transformed problem we are led
to a nonlinear evolution equation for the distance function ρ only. In the case of
positive surface tension the propagator of this evolution equation turns out to be
a nonlinear, nonlocal pseudo-differential operator of third order. A careful analy-
sis of that operator discloses that it carries in addition a quasilinear structure of
parabolic type. This enables us to use H. Amann’s theory of abstract parabolic
evolution equations [2], or the results in [6], to find the moving boundary ρ. This
method has been successfully used to study problems arising in gravity flows of
incompressible fluids through porous media and to Hele-Shaw problems without
surface tension, see [15], [16], and [17]. Finally, we mention that the above results
have been announced in [18].

Acknowledgment. We are grateful to Sigurd Angenent for valuable suggestions
leading to an improvement of preliminary results. We also thank Patrick Ghanaat
for helpful references concerning Riemannian geometry.

Note. After finishing this paper, N. Alikakos drew our attention to a manuscript
by X. Chen, J. Hong, and F. Yi [8] in which also existence and uniqueness of
classical solutions for the two-phase problem (1.4) is proved. However, it is note-
worthy to mention that Chen et al. assume that the initial hypersurface belongs
to V ∩ C3+α(Γ) which is a true subspace of V.

2 The equations on a fixed domain

We first focus our attention on problem (1.1). Throughout this paper we choose
either a Dirichlet or a Neumann boundary condition on the fixed component J of
the boundary, i.e., we fix δ ∈ {0, 1}. Also the rate b of injection (or suction) and
the surface tension σ are known quantities. We assume in the following that

b ∈ C∞(J) and σ > 0.
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In addition, let us introduce some function spaces which we will need in what
follows. Assume that U is an open subset of Rm. Given k ∈ N ∪ {∞}, let Ck(U)
denote the space of all f : U → R having continuous derivatives up to order
k. The closed subspace of Ck(U), consisting of all maps from U into R which
have bounded and uniformly continuous derivatives up to order k is denoted by
BUCk(U). Given α ∈ (0, 1), the space Ck+α(U) stands for all f ∈ Ck(U) having
locally α-Hölder continuous derivatives of order k and BUCk+α(U) stands for all
f ∈ BUCk(U) having uniformly α-Hölder continuous derivatives of order k. In
addition, Cω(U) denotes the space of all real analytic functions on U .
Furthermore, we write S(Rm) for the Schwartz space, i.e., the Fréchet space of all
rapidly decreasing smooth functions on Rm.
Let rU denote the restriction operator with respect to U . Then the little Hölder
spaces hr(U), r ∈ R, are defined as

hr(U) := closure of rU
(
S(Rm)

)
in Br∞∞(U),

where Br∞∞ stands for a class of Besov spaces, see [34]. Observe that Bs∞∞(U) =
BUCs(U) for s ∈ R+ \ N, so that this definition coincides with the previous one
when U is bounded and r > 0. Finally, assume that M is an m-dimensional
smooth submanifold of Rn. Then the spaces BUCs(M), s ≥ 0 and hr(M), r ∈ R,
are defined as usual by means of a smooth atlas for M , see [34].
Next, let us introduce an appropriate extension of the diffeomorphism θρ to Rn.
For this we assume that a ∈ (0, a0/4) and we fix a ϕ ∈ C∞(R, [0, 1]) such that

ϕ(λ) =

 1 if |λ| ≤ a
0 if |λ| ≥ 3a

and such that sup |∂ϕ(λ)| < 1/a. Then we define for each ρ ∈ U the map

Θρ(y) :=

 N
(
X(y),Λ(y) + ϕ(Λ(y))ρ(X(y))

)
if y ∈ R,

y if y 6∈ R.
(2.1)

Note that [λ 7→ λ+ ϕ(λ)ρ] is strictly increasing since |∂ϕ(λ)ρ| < 1. Then it is not
difficult to verify that

Θρ ∈ Diff 2+α(Rn,Rn) ∩Diff 2+α(Ω,Ωρ) and Θρ|Γ = θρ.

Moreover, we observe that there exists an open neighborhood U of J such that

Θρ|U = idU . (2.2)

It should be mentioned that the above diffeomorphism was first introduced by E.
I. Hanzawa [24] to transform multi-dimensional Stefan problems to fixed domains.

8



In the following we use the same symbol θρ for both diffeomorphisms θρ and Θρ.
The pull back operator induced by θρ is given as

θ∗u := θ∗ρu := u ◦ θρ for u ∈ BUC(Ωρ).

Similarly, the corresponding push forward operator is defined as

θ∗v := θρ∗v := v ◦ θ−1
ρ for v ∈ BUC(Ω).

In a similar way as in Lemma 2.1 in [17] one proves that, given ρ ∈ A ∩ hk+α(Γ)
with k ∈ N and k ≥ 2, we have

θ∗ρ ∈ Isom(hk+α(Ωρ), hk+α(Ω)) ∩ Isom(hk+α(Γρ), hk+α(Γ)) (2.3)

with
[θ∗ρ]−1 = θρ∗. (2.4)

Based on the above transformation operators, we are now able to associate to the
original moving boundary problem (1.1) a changed version on the (fixed) reference
domain Ω. To do this, let

A(ρ)v := −θ∗ρ
(
∆(θρ∗v)

)
, B(ρ)v := γθ∗ρ(∇(θρ∗v)|∇Sρ)

Cv := (1− δ)γJv + δ(γJ∇v|νJ),

for v ∈ C2(Ω) ∩ BUC1(Ω) and ρ ∈ U . Here γ and γJ denote the trace operators
with respect to Γ and J , respectively, and νJ stands for the outer unit normal
field over J . It should be observed that A(ρ) is the Laplace-Beltrami operator
on Ω with respect to the metric induced by θρ. Similarly, B(ρ) and C (in the
case δ = 1, of course,) are the corresponding derivatives with respect to the outer
normal, see also Lemma 2.3 in [17]. Hence these operators act linearly on the space
C2(Ω) ∩BUC1(Ω). We also introduce the transformed mean curvature operator

H(ρ) := θ∗ρκρ, ρ ∈ U . (2.5)

Then we consider the following problem: Given ρ0 ∈ V, find a pair (v, ρ) such that

A(ρ)v = 0 in Ω0,T

v = σH(ρ) on Γ0,T

Cv = b on JT

∂tρ+B(ρ)v = 0 on Γ0,T

ρ(0, ·) = ρ0 on Γ.

(2.6)ρ0

We recall that σ and b are known quantities. A pair (v, ρ) is called a classical
solution of (2.6)ρ0 , if

v(·, t) ∈ C∞(Ω̄), t ∈ (0, T ]

ρ ∈ C([0, T ],V) ∩ C∞(Γ× (0, T ))
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and if (v, ρ) satisfies the equations in (2.6)ρ0 point-wise. The following Lemma is
a consequence of (2.3) and (2.4):

Lemma 2.1. Let ρ0 ∈ V be given.
a) If (u, ρ) is a classical solution of (1.1)ρ0 then (θ∗ρu, ρ) is a classical solution of
(2.6)ρ0 .
b) If (v, ρ) is a classical solution of (2.6)ρ0 then (θρ∗v, ρ) is a classical solution of
(1.1)ρ0 .

We close this section by proving the following results for elliptic boundary value
problems in little Hölder spaces. We shall use these results in Sections 4 and 5.

Lemma 2.2. Let σ ∈ [α, β] be fixed. Then

a) (A,B) ∈ Cω
(
U ,L(h1+σ(Ω), hσ−1(Ω)× hσ(Γ))

)
.

b) Let ρ ∈ U be given and let γ denote the trace operator with respect to Γ. Then

(A(ρ), γ, C) ∈ Isom
(
h1+σ(Ω), hσ−1(Ω)× h1+σ(Γ)× h1+σ−δ(J)

)
. (2.7)

Proof. a) Given ρ ∈ U , let [gjk(ρ)] := [gjk(ρ)]−1, where gjk(ρ) := (∂jθρ|∂kθρ),
1 ≤ j, k ≤ n, denote the components of the metric tensor induced by θρ. Observe
that

[ρ 7→ θρ] ∈ Cω(U , h2+β(U,Rn)),

where U is an open and bounded set containing Ω. Hence the map [ρ 7→ gjk(ρ)] :
U → h1+β(U)) is analytic for 1 ≤ j, k ≤ n and we can conclude that

A(ρ) = ajk(ρ)∂j∂k + aj(ρ)∂j , B(ρ) = bj(ρ)γ∂j ,

where the coefficients satisfy

[ρ 7→
(
ajk(ρ), aj(ρ), bj(ρ)

)
] ∈ Cω

(
U , h1+β(Ω)× hβ(Ω)× h1+β(Γ)

)
for 1 ≤ j, k ≤ n. Thus the assertion follows from the fact that the mappings

[(a, v) 7→ av] : h1+β(Ω)× hσ−1(Ω)→ hσ−1(Ω),

[(a, v) 7→ av] : hβ(Ω)× hσ(Ω)→ hσ−1(Ω),

[(a, v) 7→ av] : h1+β(Γ)× hσ(Γ)→ hσ(Γ)

(2.8)

are bilinear and continuous, see Theorem 2.8.2 in [34].
b) For uniformly elliptic operators of the form A = ajk∂j∂k + aj∂j with smooth
coefficients ajk and aj , (2.7) is shown in [34] Theorem 4.3.4 and Corollary 4.3.2,
since the maximum principle implies that the Hypothesis of Section 4.3.1 is satis-
fied. Moreover, an inspection of the proofs in [34] and the continuity of the first
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two multiplier operators in (2.8) show that the same assertions also hold true for
coefficients ajk ∈ h1+β(Ω) and aj ∈ hβ(Ω). 2

Let us introduce the following natural decomposition (A(ρ), γ, C)−1 = S ⊕ T ⊕R
by setting

S(ρ) :=
(
A(ρ), γ, C

)−1(·, 0, 0) ∈ L(hσ−1(Ω), h1+σ(Ω)),

T (ρ) :=
(
A(ρ), γ, C

)−1(0, ·, 0) ∈ L(h1+σ(Γ), h1+σ(Ω)),

R(ρ) :=
(
A(ρ), γ, C

)−1(0, 0, ·) ∈ L(h1+σ−δ(J), h1+σ(Ω)),

(2.9)

for each σ ∈ [α, β]. These operators will be used in Section 4 to reduce the system
(2.6) to an evolution equation for the free boundary only. In the next Lemma we
investigate the dependence of these operators on ρ.

Lemma 2.3. Let σ ∈ [α, β] be fixed. Then

[ρ 7→ T (ρ)] ∈ Cω
(
U ,L(h1+σ(Γ), h1+σ(Ω))

)
,

[ρ 7→ R(ρ)] ∈ Cω
(
U ,L(h1+σ−δ(J), h1+σ(Ω))

)
.

Proof. To shorten the notation let us introduce the spaces F0 := hσ−1(Ω), F1 :=
h1+σ(Ω), E1 := h1+σ(Γ), and Eδ := h1+σ−δ(Γ). It follows from Lemma 2.2 that
[ρ 7→ (A(ρ), γ, C)] ∈ Cω(U , Isom

(
F1, F0 × E1 × Eδ)). Moreover, observe that the

inversion

[G 7→ G−1] : Isom(F1, F0 × E1 × Eδ)→ L(F0 × E1 × Eδ, F1)

is analytic as well. Next, let V ∈ L(F0 ×E1 ×Eδ, F1) be given and define e(V ) ∈
L(E1, F1) by e(V )g := V (0, g, 0), g ∈ E1. It is easily verified that the evaluation
map e satisfies e ∈ L

(
L(F0 × E1 × Eδ, F1),L(E1, F1)

)
and consequently

e ∈ Cω
(
L(F0 × E1 × Eδ, F1),L(E1, F1)

)
.

Now the first assertion follows from the identity T = e◦ (A(·), γ, C)−1 and the fact
that the composition of analytic maps is analytic as well, and the second statement
follows by a similar argument. 2

3 The mean curvature operator

Let η denote the standard Euclidean metric on Rn and let θ∗η denote the Rie-
mannian metric on Rn and on Γ, respectively, induced by the diffeomorphisms

θρ ∈ Diff 2+α(Rn,Rn) ∩Diff 2+α(Γ,Γρ),
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i.e.,
θ∗η(V,W ) := η(θ∗V, θ∗W )

for V, W ∈ X(Rn) or for V, W ∈ X(Γ). Here, of course, θ∗V stands for the push
forward of the vector field V , see [27], p.10. As a first result we now prove that the
mean curvature operator H defined in (2.5) depends analytically on ρ ∈ U and
that it carries a quasilinear structure in the following sense.

Lemma 3.1. There exist

P ∈ Cω(U ,L(h3+α(Γ), h1+α(Γ)) and K ∈ Cω(U , h1+β(Γ))

such that
H(ρ) = P (ρ)ρ+K(ρ) for ρ ∈ U ∩ h3+α(Γ).

Proof. Let SΓ denote the second fundamental form of (Γ, θ∗ρη) in (Rn, θ∗ρη) with
respect to the outer unit normal field ν, cf. Chapter VII in [28]. Then it can be
shown that

H(ρ) = θ∗ρκρ =
1

n− 1
trace (SΓ). (3.1)

Furthermore, observe that

[ρ 7→ θρ] ∈ Cω(U , h2+β(U,Rn)),

where U is an open and bounded set containing Ω. This shows that the metric θ∗ρη
depends analytically on ρ ∈ U . Now the assertion follows from (3.1), formula (4.11)
in [11] and the fact that ρ and ∂jρ, 1 ≤ j ≤ n−1, induce point-wise multiplication
operators on h1+α(Γ) and on h1+β(Γ) for each ρ ∈ U . 2

Given ρ ∈ U , it is convenient to express the linear operator P (ρ) by means of local
coordinates. To make this precise we need a few notations. Given κ ∈ (0, a], let
Rκ := N (Γ× (−κ, 0]). Then there exists m := mκ ∈ N and an atlas {(Ul, ϕl) ; 1 ≤
l ≤ m} of Rκ such that diam(Ul) < 2κ for all l ∈ {1, ...,m}. Let

sl ∈ C∞((−δ, δ)n−1, Ul), l ∈ {1, ...,m},

be a parameterization of Ul ∩ Γ. Furthermore, let X := (−δ, δ)n−1 × (−δ, 0], Y :=
(−δ, δ)n−1 × {0} ≡ (−δ, δ)n−1, and define

µl : X → Ul, (ω, r) 7→ sl(ω) + rν(sl(ω)), 1 ≤ l ≤ m.

Without loss of generality, we may assume that δ = κ and that µl = ϕ−1
l for

1 ≤ l ≤ m. The additional parameter κ is introduced to control the size of the
chart domain Ul. This fact will be used in Section 5 to employ a perturbation
result, cf. estimate (5.7). Finally, to further economize our notation, we set µ := µl,
U := Ul and we let

ρ̂ := µ∗l ρ, ρ ∈ U

12



Moreover, we use the notation

∂j := ∂ωj , 1 ≤ j ≤ n− 1, ∂n := ∂r.

We now define

w̃jk := (∂js|∂ks) + π
(
(∂jµ∗ν|∂ks) + (∂kµ∗ν|∂js)

)
+ π2(∂jµ∗ν|∂kµ∗ν),

for 1 ≤ j, k ≤ n − 1 and where π(ω, r) := r for (ω, r) ∈ X. Clearly, [w̃jk] is
symmetric. In addition, observe that [(∂js|∂ks)] is uniformly positive definite on
Y . Hence we may assume that also [w̃jk] is uniformly positive definite on X,
provided a > 0 is small enough.
Next, let wjk(ρ) be the Nemitskii operator induced by w̃jk, i.e.,

wjk(ρ)(ω) := w̃jk(ω, ρ̂(ω)), ω ∈ Y, 1 ≤ j, k ≤ n− 1. (3.2)

Similarly, we set

wjk(ρ)(ω) := w̃jk(ω, ρ̂(ω)), ω ∈ Y, 1 ≤ j, k ≤ n− 1,

where w̃jk are the components of the inverse of [w̃jk]. Finally, given any Rieman-
nian manifold (M, g), let ∇M , ∆M , and hessM , respectively, denote the gradient,
the Laplace-Beltrami operator, and the Hessian of (M, g). Our next goal is to show
that the principal part of H(ρ), i.e., the linear operator P (ρ), is a uniformly elliptic
operator. For this, let

P(ρ)µ∗ := µ∗P (ρ), ρ ∈ U ,

be the localized version of P (ρ). Then we have:

Lemma 3.2. Given ρ ∈ U , the operator P(ρ) is uniformly elliptic on Y , i.e., there
exist

p̃jk ∈ C∞(Y × (−a, a)× Rn−1,R), 1 ≤ j, k ≤ n− 1,

such that

[pjk(ρ)] is symmetric and uniformly positive definite on Y (3.3)

and such that

P(ρ) = −
n−1∑
j,k=1

pjk(ρ)∂j∂k.

Proof. a) Given any differential operator D, we have that

DRnµ∗ = µ∗DX ,
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where Rn = (Rn, η) and where X := (X, gX) with gX := µ∗η. Hence we find from
Theorem 4.5 in [11] (see also (A13) on p.384 in [20]) for each ω ∈ Y the following
formula

H(ρ̂)(ω) = µ∗θ∗κρ(ω)

=
1

(n− 1)|∇RnSρ|

(
∆RnSρ −

hessRnSρ(∇RnSρ,∇RnSρ)
|∇RnSρ|2

)∣∣
θ(µ(ω))

=
1

(n− 1)‖∇XŜρ‖X

(
∆XŜρ −

hessXŜρ(∇XŜρ,∇XŜρ)
‖∇X Ŝρ‖2X

)∣∣
(ω,ρ̂(ω))

,

where we used the notation Ŝρ := µ∗Sρ, ρ ∈ U .
b) Observe that

Ŝρ(ω, r) = r − ρ̂(ω), (ω, r) ∈ X. (3.4)

and that [
gjkX
]
1≤j,k≤n=

 [w̃lm]1≤l,m≤n−1 0

0 1

 , (3.5)

since (∂js|ν) = (∂jν|ν) = 0. Hence, letting

lρ(ω) :=
√
gX(∇X Ŝρ,∇X Ŝρ)

∣∣
(ω,ρ̂(ω))

, ρ ∈ U , ω ∈ Y,

one easily finds that

lρ =
√

1 + wjk(ρ)∂j ρ̂∂kρ̂ . (3.6)

Moreover, using local representations of ∆X and hessX , the last equation in step
a) yields the formula

P(ρ) =
1

(n− 1)l3ρ

(
−l2ρwjk(ρ) + wjl(ρ)∂lρ̂wkm(ρ)∂mρ̂

)
∂j∂k. (3.7)

c) Finally, given ξ ∈ T ∗(Y ), let p(ρ)(ξ) denote the symbol of P(ρ). Then it follows
from (3.6), (3.7), and the Cauchy-Schwarz inequality that

p(ρ)(ξ) =
1

(n− 1)l3ρ

[
w∗Y (ξ, ξ) + w∗Y (dρ̂, dρ̂)w∗Y (ξ, ξ)− (w∗Y (dρ̂, ξ))2

]
≥ w∗Y (ξ, ξ)

(n− 1)l3ρ
, ξ ∈ T ∗(Y ),

where w∗Y denotes the metric on T ∗(Y ) induced by [wjk], i.e., w∗Y (ξ, ζ) := wjkξjζk
for ξ, ζ ∈ T ∗(Y ), and where dτ := ∂jτdx

j ∈ T ∗(Y ) denotes the exterior differential
of τ ∈ C1(Y ). This proves the assertion. 2

Remark 3.3 We have that

P (0) = − 1
n− 1

∆Γ
π,
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where ∆Γ
π denotes the principal part of the Laplace-Beltrami operator on Γ = (Γ, η).

Proof. This follows from formula (3.7) and the fact that wjk(0) = (∂js|∂ks) for
1 ≤ j, k ≤ n− 1. 2

4 The reduced equation

In this section we reduce the system (2.6) for the pair (v, ρ) to a single evolution
equation for the distance function ρ only. It turns out that the principal part
Φ of the operator appearing in that evolution equation is a quasilinear pseudo-
differential operator of third order. More precisely, let

Φ(ρ) := σB(ρ)T (ρ)P (ρ), F (ρ) := −B(ρ)[σT (ρ)K(ρ) +R(ρ)b],

for ρ ∈ U . It follows from Lemmas 2.3 and 3.1 that the mappings

Φ : U → L(h3+α(Γ), hα(Γ)) and F : U → hβ(Γ)

are well-defined. Given ρ0 ∈ V, we may therefore consider the nonlinear evolution
equation on hα(Γ) for the above operators, i.e.,

∂tρ+ Φ(ρ)ρ = F (ρ), ρ(0) = ρ0. (4.1)

To investigate equation (4.1) we shall use H. Amann’s theory of abstract quasi-
linear evolution equations of parabolic type, see [2]. A thorough knowledge of the
linear part Φ(ρ) is fundamental in order to apply this theory. For this, let E0 and E1

be Banach spaces such that E1 is densely injected in E0 and let H(E1, E0) denote
the set of all A ∈ L(E1, E0) such that −A is the generator of a strongly continuous
analytic semigroup on E0. The basic result for the operator Φ(ρ) = σB(ρ)T (ρ)P (ρ)
is contained in the following theorem. Its proof is postponed to Section 5.

Theorem 4.1. Given ρ ∈ U , the following generation property holds:

B(ρ)T (ρ)P (ρ) ∈ H(h3+α(Γ), hα(Γ)).

Remarks 4.2. a) Observe that among the given quantities σ and b only the surface
tension σ appears in Φ(ρ) and that all terms involving the rate of injection b are
contained in the lower order term F (ρ). This shows that the surface tension has
a regularizing effect and that the sign of b has no influence on the problem to be
well-posed. This is in clear contrast to the problem without surface tension, which
is only well-posed for nonnegative b.
b) If σ = 0, the evolution equation (4.1) reduces to the problem

∂tρ = F (ρ), ρ(0) = ρ0, (4.2)
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which is no longer quasilinear but of fully nonlinear type. To solve (4.2) one can
use the theory of maximal regularity [10], [6], [32], provided the Fréchet derivative
∂F of F generates an analytic semigroup on appropriate Hölder spaces, see [17].
c) The operator Φ(ρ) consists of the principal (elliptic) part of the mean curvature
operator H and of the operator BT , which is sometimes called Dirichlet-Neumann
operator, see [14]. 2

Proof of Theorem 1. Let ρ0 ∈ V be given.
a) In a first step we prove that the nonlinear evolution equation (4.1) has a unique
solution ρ which satisfies

ρ ∈ C([0, T ],V) ∩ C((0, T ], h3+α(Γ)) ∩ C1((0, T ], hα(Γ)). (4.3)

To do so, let E0 := hα(Γ) and E1 := h3+α(Γ) and set

Eθ := (E0, E1)0
θ,∞, θ ∈ (0, 1),

where (·, ·)0
θ,∞ denotes the continuous interpolation method. Next we fix

θ1 :=
2 + α0 − α

3
, θ0 :=

2 + β − α
3

, θ :=
β − α

3
.

Since the little Hölder spaces are stable under continuous interpolation we get

Eθ1 = h2+α0(Γ), Eθ0 = h2+β(Γ), Eθ = hβ(Γ).

Now Lemma 2.3 and Lemma 3.1 yield (Φ, F ) ∈ Cω(U ,L(E1, E0) × Eθ) and the
assertion follows from Theorem 4.1 above and from Theorem 12.1 in [2]. We men-
tion that this result can also be obtained by using Theorem 2.11 in [6].
b) We claim that the solution of (4.1) is analytic in the time variable, that is,

ρ ∈ Cω((0, T ), h3+α(Γ)).

In fact, this follows from Corollary 2.13 in [6], since it is not difficult to verify that
the particular assumption of maximal regularity needed in [6] is satisfied.
c) In a next step we use a bootstrapping argument to establish that

ρ ∈ C∞(Γ× (0, T )).

For this we note that the quasilinear evolution equation (4.1) admits a smoothing
property. We already know that solutions with initial values in V are in h3+α(Γ)
for any positive time. Let τ ∈ (0, T ) be arbitrary. Then ρ1 := ρ(τ) ∈ h3+α(Γ), and
we take ρ1 as initial value for the evolution equation

∂tρ+ Φ(ρ)ρ = F (ρ), ρ(τ) = ρ1. (4.4)

Let α1, β1 ∈ (0, α) be fixed such that α1 < β1. An inspection of the proofs in
Lemmas 2.2, 2.3, and 3.1 shows that the mappings Φ and F do also satisfy

(Φ, F ) ∈ Cω
(
A ∩ h3+β1(Γ),L(h4+α1(Γ), h1+α1(Γ))× h1+β1(Γ)

)
.
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Moreover, the same techniques as in the proof of Theorem 4.1 can be used to prove
that

B(ρ)T (ρ)P (ρ) ∈ H(h4+α1(Γ), h1+α1(Γ)), ρ ∈ A ∩ h3+β1(Γ).

We can therefore apply Theorem 12.1 in [2] again and we see that problem (4.4)
has a unique maximal solution ρ(·, ρ1) with

ρ(·, ρ1) ∈ C([τ, t+1 ),V1) ∩ C((τ, t+1 ), h4+α1(Γ)) ∩ C1((τ, t+1 ), h1+α1(Γ)),

where V1 := V ∩ h3+α(Γ) and where [τ, t+1 ) is the maximal interval of existence. It
follows that

ρ(·, ρ1) ∈ C([τ, t+1 ),V1) ∩ C1([τ, t+1 ), hα(Γ))

and we conclude that ρ(·, ρ1) = ρ on the common interval of existence. Next we
show that t+1 > T. Let us assume that t+1 ≤ T. Since h4+α1(Γ) is compactly
embedded in h1+α1(Γ), it follows from Theorem 12.5 in [2] that ρ(t, ρ1) either
approaches the boundary of V∩h3+β1(Γ) or that ‖ρ(t, ρ1)‖3+α converges to infinity
as t converges to t+1 . Since ρ(·, ρ1) = ρ on [τ, t+1 ) we conclude that ρ has the
same property. But this cannot occur because we already know that ρ satisfies
(4.3). Therefore, the assumption leads to a contradiction. Since τ can be chosen
arbitrarily we obtain that

ρ ∈ C((0, T ], h4+α1(Γ)) ∩ C1((0, T ], h1+α1(Γ)).

In a next step we choose α2, β2 ∈ (0, α1) such that α2 < β2 and repeat the steps
above. By induction we can then prove that

ρ ∈ C((0, T ], hk+σ(Γ)), k ∈ N, σ ∈ (0, 1).

By combining this result with the result in part b) we get the assertion.
d) Next we set

v(·, t) := σT (ρ(t))H(ρ(t)) +R(ρ(t))b, t ∈ (0, T ].

We recall that the solution operators T (ρ) and R(ρ) were introduced in (2.9). In
the following we fix t ∈ (0, T ] and we simply write ρ for ρ(t). Thanks to part c) of
the proof, we know that ρ ∈ C∞(Γ). This implies that the transformation θρ in-
troduced in Section 2 is a C∞-diffeomorphism. As a consequence, the transformed
mean curvature satisfies H(ρ) ∈ C∞(Γ) and the transformed differential operators(
A(ρ), B(ρ)

)
have C∞-coefficients. Now Theorem 4.3.1 in [34], see in particular

formula 4.3.1/2, shows that v := v(·, t) ∈ C∞(Ω̄) is the unique solution of the first
three equations in (2.6).
e) Finally, we infer from Lemma 2.1 that (θ∗ρv, ρ) is the unique solution of (1.1),
and so the proof of Theorem 1 is now completed. 2

Lemma 2.1 suggests to call problem (1.1) linearly ill-posed at ρ ∈ V if the linear
equation

∂tτ + Φ(ρ)τ = 0, τ(0) = τ0
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is ill-posed in the sense of Hadamard, i.e., if −Φ(ρ) does not generate a strongly
continuous semigroup on hα(Γ).
Consequently, Theorem 4.1 and a well-known characterization of generators of
analytic semigroups immediately imply the following

Remark 4.3. Problem (1.1) is linearly ill-posed if σ < 0.

5 Proof of Theorem 4.1

Throughout this section we fix ρ ∈ U . Let us first introduce local representations
of the operators A(ρ) and B(ρ) by setting

A(ρ)µ∗ := µ∗A(ρ) and B(ρ)µ∗ := µ∗B(ρ), ρ ∈ U ,

respectively.
In the following we determine the structure of the coefficients of A(ρ) and B(ρ).
For this we use the following notation: Let

D := X × (−a, a)× Rn−1 × R2n−2

and assume that ã ∈ C∞(D,R). Given τ ∈ C2(Γ), we then let a denote the
Nemitskii operator induced by ã, i.e.,

a(τ)(ω, r) := ã((ω, r), µ∗τ(ω), ∂µ∗τ(ω), ∂2µ∗τ(ω)), (ω, r) ∈ X.

Recall that A(ρ) = ∆Ω and that B(ρ) = ∂Γ
ν , i.e., A(ρ) is the Laplace-Beltrami

operator with respect to (Ω, θ∗ρη) and B(ρ) is the directional derivative with respect
to the outer normal field on (Γ, θ∗ρη). Hence there exist

ãjk, ãj ∈ C∞(D,R), 1 ≤ j, k ≤ n,

and
b̃j ∈ C∞(E,R), 1 ≤ j ≤ n,

where E := Y × (−a, a)× Rn−1, such that

[ajk(ρ)] is symmetric and uniformly positive definite on X,

bn(ρ) is uniformly positive on Y ,
(5.1)

and such that
A(ρ) = −

n∑
j,k=1

ajk(ρ)∂j∂k +
n∑
j=1

aj(ρ)∂j

B(ρ) = −
n∑
j=1

bj(ρ)∂j .
(5.2)
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In a next step we introduce linear differential operators with constant coefficients
by freezing the localizations at ρ and at 0. More precisely, let

a0
jk := ajk(ρ)(0, 0), b0j := bj(ρ)(0), 1 ≤ j, k ≤ n,
p0
jk := pjk(ρ)(0), 1 ≤ j, k ≤ n− 1,

(5.3)

where [pjk] are the coefficients of P, see Lemma 3.2. Now define the following
linear differential operators having constant coefficients:

A0 := 1−
n∑

j,k=1

a0
jk∂j∂k, B0 := −

n∑
j=1

b0jγ0∂j , P0 := 1−
n−1∑
j,k=1

p0
jk∂j∂k.

From (5.1) we know that A0 is an elliptic operator. Hence the following boundary
value problem for the half space Hn := {x ∈ Rn ; xn > 0} is well-posed in
h1+α(Hn):

A0u = 0 in Hn, γ0u = g on Rn−1, (5.4)

where γ0 denotes the corresponding trace operator, i.e., the restriction operator
to ∂Hn ≡ Rn−1. Let T0 denote the corresponding solution operator, i.e., given
g ∈ h1+α(Rn−1), let T0g be the unique solution of (5.4). It can be shown that

T0 ∈ L(h1+α(Rn−1), h1+α(Hn)),

see Appendix B in [15]. The operator B0T0P0 should be regarded as the principal
part of Φ(ρ) with coefficients fixed at µl(0, 0). Our next goal is to show that
B0T0P0 is a Fourier multiplier operator. To determine its symbol we need some
preparation. Let

~a := (a0
1n, . . . , a

0
(n−1)n), a0(ξ) :=

n−1∑
j,k=1

a0
jkξ

jξk, ξ ∈ Rn−1,

and, for fixed (ξ, γ) ∈ Rn−1 × (0,∞), define the following parameter dependent
quadratic polynomial:

qξ,γ(z) := γ2 + a0(ξ) + 2i(~a|ξ)z − a0
nnz

2, z ∈ C.

Observe that the matrix [a0
jk] is positive definite, see (5.1) and (5.3). Hence it

follows that, given (ξ, γ) ∈ Rn−1 × (0,∞), there exists exactly one root λ(ξ, γ) of
qξ,γ(·) with positive real part, which is given by

λ(ξ, γ) =
i(~a|ξ)
a0
nn

+
1
a0
nn

√
a0
nn(γ2 + a0(ξ))− (~a|ξ)2. (5.5)

Moreover, we set

~b := (b01, . . . , b
0
n−1), p0(ξ, γ) := γ2 +

n−1∑
j,k=1

p0
jkξ

jξk
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for (ξ, γ) ∈ Rn−1 × (0,∞). Finally, let

a(ξ, γ) :=
{
b0nλ(ξ, γ)− i(~b|ξ)

}
p0(ξ, γ)

for (ξ, γ) ∈ Rn−1 × (0,∞). The function a will serve as a parameter dependent
Fourier multiplier. More precisely, let γ ∈ (0,∞) be given and let F denote the
Fourier transform in Rn−1. Then we shall see that the Fourier multiplier operator
F−1a(·, γ)F is a nicely behaved operator. The additional parameter γ is introduced
to homogenize these symbols. Observe that the function a is positively homoge-
neous of degree 3.

Lemma 5.1. B0T0P0 is a Fourier multiplier operator with symbol a(·, 1), i.e.,

B0T0P0 = F−1a(·, 1)F .

Proof. Obviously, p0(·, 1) is the symbol of the operator P0, which means that
P0 = F−1p0(·, 1)F . In addition, it follows from the proof of Lemma B.3 in [15],
that the following representation holds:

B0T0 = F−1
{
b0nλ(·, 1)− i(~b|·)

}
F ,

which completes the proof. 2

In [4], H. Amann developed a theory of parameter dependent Fourier multiplier
operators on general function spaces. It is shown in [4] that parameter dependent
Fourier multiplier are very useful in studying generation properties of Fourier
multiplier operators on Besov spaces, thus in particular on Hölder spaces. To be
more precise, let α∗ > 0, r > 0 be given and define

E llS∞r (α∗) :=
{
a ∈ C∞(Rn−1 × (0,∞)) ; a is positively homogeneous

of degree r, all derivatives of a are bounded on |ξ|2 + µ2 = 1,

and Re a(ξ, µ) ≥ α∗(|ξ|2 + µ2)r/2, (ξ, µ) ∈ Rn−1 × (0,∞)
}
.

Then, given b ∈ E llS∞r (α∗), it can be proved that

F−1b(·, γ)F ∈ H(hs+r(Rn−1), hs(Rn−1))

for all γ > 0 and all s ∈ (0,∞). For a proof of the above result we refer to [4].
Using this general result it is now easy to establish the following

Corollary 5.2. B0T0P0 ∈ H(h3+α(Rn−1), hα(Rn−1))).

Proof. (i) It suffices to verify that a belongs to the class E llS∞3 (α∗). To see this,
observe that a ∈ C∞(Rn−1 × (0,∞)) and that a is positively homogeneous of
degree 3. Moreover, it is easily verified that all derivatives of a are bounded on
[γ2 + |ξ|2 = 1].
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(ii) Recall that thanks to (3.3) we know that [p0
jk] is positive definite. Hence we

find a positive constant p∗ such that

p0(ξ, γ) = γ2 +
n−1∑
jk

p0
jkξ

jξk ≥ p∗(γ2 + |ξ|2),

for all (ξ, γ) ∈ Rn−1 × (0,∞). Similarly, it follows from (5.1) that there exists a
positive constant r∗ such that

Reλ(ξ, γ) ≥ r∗
√
γ2 + |ξ|2 , (ξ, γ) ∈ Rn−1 × (0,∞).

Hence letting α∗ := b0nr∗p∗ > 0 we see, again due to (5.1), that α∗ is positive.
Moreover, it follows that

Re a(ξ, γ) = b0np0(ξ, γ)Reλ(ξ, γ) ≥ α∗(γ2 + |γ|2)3/2

for all (ξ, γ) ∈ Rn−1 × (0,∞). This shows that a belongs to the class E llS∞3 (α∗)
and completes the proof. 2

Proof of Theorem 4.1 (i) Assume that E1 and E0 are two Banach spaces such
that E1 ↪→ E0 and such that E1 is dense in E0. Given A ∈ L(E1, E0), it follows
from Remark I.1.2.1a) in [3] that A belongs to H(E1, E0) iff there exist positive
constants C and λ∗ such that

λ∗ +A ∈ Isom(E1, E0),

|λ| ‖x‖E0 + ‖x‖E1 ≤ C‖(λ+A)x‖E0 , x ∈ E1, λ ∈ [Re z ≥ λ∗].

(ii) To simplify our notation we let

G0(ρ) := B0T0P0 and G(ρ) := B(ρ)T (ρ)P (ρ), ρ ∈ U ,

and we use the symbols | · |s and ‖ · ‖s exclusively for the norms in hs(Rn−1)
and hs(Γ), respectively. Moreover we fix a compact subset K of U . It follows from
Corollary 5.2 and (i) that there exist positive constants λ1 and C1, independent
of κ ∈ (0, a], such that

|g|3+α + |λ||g|α ≤ C1|(λ+ G0(ρ))g|α (5.6)

for all g ∈ h3+α(Rn−1), λ ∈ [Re z ≥ λ1], and ρ ∈ K.
(iii) Given γ ∈ (0, α), there exist κ ∈ (0, a], a partition of unity {(Ul, ψl) ; 1 ≤ l ≤
mκ} for Γ, and a positive constant C2 := C2(C1, γ,K, κ) such that

|µ∗l
(
ψlG(ρ)h

)
− G0(ρ)µ∗l (ψlh)|α ≤

1
2C1
|µ∗l (ψlh)|3+α + C2‖h‖3+γ (5.7)

for all h ∈ h3+α(Γ), l ∈ {1, . . . ,mκ}, and ρ ∈ K. We omit an explicit proof of the
above estimate, but we refer to the techniques used in Lemma 5.1 in [17] or in
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Lemma 6.1 in [15], where similar results are shown.
(iv) From (5.6) and (5.7) we now conclude that

|µ∗l (ψlh)|3+α+ |λ||µ∗l (ψlh)|α ≤
2C1

{
|µ∗l
(
ψl(λ+G(ρ))h

)
|α + C2‖h‖3+γ

} (5.8)

for all h ∈ h3+α(Γ), λ ∈ [Re z ≥ λ1], l ∈ {1, . . . ,mκ}, and ρ ∈ K. Next observe
that [

h 7→ max
1≤l≤mκ

|µ∗l (ψlh)|k+α

]
defines an equivalent norm on hk+α(Γ), k ∈ N, due to the fact that the family
{(Ul, ψl); 1 ≤ l ≤ mκ} is a localization sequence for Γ, see [34]. Hence (5.8) implies
the existence of a positive constant C such that

‖h‖3+α + |λ| ‖h‖α ≤
C

2
‖(λ+G(ρ))h‖α + C‖h‖3+γ (5.9)

for all h ∈ h3+α(Γ), λ ∈ [Re z ≥ λ1], and ρ ∈ K.
Finally, it follows from the fact that the little Hölder spaces are stable under
continuous interpolation that there exists a positive constant C3 such that

‖h‖3+γ ≤
1

2C
‖h‖3+α + C3‖h‖α, h ∈ h3+α(Γ).

Now we conclude from (5.9) that

‖h‖3+α + |λ| ‖h‖α ≤ C‖(λ+G(ρ))h‖α (5.10)

for all h ∈ h3+α(Γ), λ ∈ [Re z ≥ λ∗], and ρ ∈ K, and where we have set λ∗ :=
2 max{λ1, CC3}.
(v) Thanks to (5.10) it suffices to prove that, given ρ ∈ U , the operator λ∗ +G(ρ)
is surjective. Moreover observe that U is star-shaped with respect to 0 and that
K := {tρ ; t ∈ [0, 1]} is a compact subset of U . Since the estimate in (5.10) is
uniform with respect to ρ ∈ K, a standard homotopy argument shows that it
suffices to verify that λ∗ +G(0) = λ∗ +B(0)T (0)P (0) is surjective.
It is known that the Dirichlet-Neumann operator B(0)T (0) belongs to the space
H(h1+α(Γ), hα(Γ)), see the proof of Corollary 6.3 in [15]. Hence we may assume
that

λ∗ +B(0)T (0) ∈ Isom(h1+α(Γ), hα(Γ)).

Since also
(1− 1

n− 1
∆Γ
π) ∈ Isom(h3+α(Γ), h1+α(Γ)),

we find that (
λ∗ +B(0)T (0)

)
(1− 1

n− 1
∆Γ
π) ∈ Isom(h3+α(Γ), hα(Γ)). (5.12)
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Moreover, recall that P (0) = − 1
n−1∆Γ

π, see Remark 3.3. Hence we obtain that

λ∗ +G(0)−
(
λ∗ +B(0)T (0)

)
(1− 1

n−1∆Γ
π)

= λ∗
n−1∆Γ

π −B(0)T (0).
(5.14)

Finally, it follows from standard elliptic regularity theory that the solution operator
T (0) belongs to L(h3+α(Γ), h3+α(Ω)). Hence we see that

λ∗
n− 1

∆Γ
π −B(0)T (0) ∈ L(h3+α(Γ), h1+α(Γ)).

Since h1+α(Γ) is compactly embedded in hα(Γ), we conclude from (5.12), and
(5.14) that λ∗ + G(0) is a compactly perturbed isomorphism, hence a Fredholm
operator of index 0. Since it is injective too, see (5.10), we get the assertion. 2

Proof of Theorem 4. We briefly sketch the proof of Theorem 4. As in Section 2,
given ρ ∈ U , we find transformations θiρ mapping Ωiρ onto the reference domains
Ωi. Let H(ρ) be the mean curvature operator of Γ with respect to Ω1 and perform,
similarly as in Lemma 3.1, a quasilinear decomposition of the form H(ρ) = P (ρ)ρ+
K(ρ). In addition, let Ti(ρ) denote the solution operator of the corresponding
transformed elliptic boundary value problems on Ωi and put

Φ(ρ) := σ
(
B1(ρ)T1(ρ) +B2(ρ)T2(ρ)

)
P (ρ),

F (ρ) := −σ
(
B1(ρ)T1(ρ) +B2(ρ)T2(ρ)

)
K(ρ)

Here Bi(ρ) denote the directional derivatives on Γ with respect to the outer nor-
mals on Ωi, respectively. Then Lemma 2.1 is easily adapted to the situation of
problem (1.4). Finally, the symbol of the principal part Φ(ρ) with coefficients
fixed at ρ ∈ U and at µl(0) is given by

σ
{
b0n,1λ1(·, 1) + b0n,2λ2(·, 1)− i(~b1 +~b2|·)

}
p0,

where λi denote the eigenvalues with positive real part of the elliptic boundary
value problems on Ωi according to (5.5). After an analogous perturbation proce-
dure as for problem (1.1) one then gets that

σ
(
B1(ρ)T1(ρ) +B2(ρ)T2(ρ)

)
P (ρ) ∈ H(h3+α(Γ), hα(Γ)),

which implies the assertions of Theorem 4. 2
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Analyse non linéaire 1, 361-378 (1984).

[13] C.M. ELLIOTT & J.R. OCKENDON, Weak and Variational Methods for
Moving Boundary Problems, Pitman, Boston, 1982.

[14] J. ESCHER, The Dirichlet-Neumann operator on continuous functions, Ann.
Scuola Norm. Pisa, (4) XXI, 235-266 (1994).

[15] J. ESCHER & G. SIMONETT, Maximal regularity for a free boundary prob-
lem, Nonlinear Differential Equations Appl. 2, 467-510 (1995).

[16] J. ESCHER & G. SIMONETT, Analyticity of the interface in a free boundary
problem, Math. Ann. 305, 439-459 (1996).

24



[17] J. ESCHER & G. SIMONETT, Classical solutions of multi-dimensional Hele-
Shaw models, SIAM J. Math. Anal., to appear.

[18] J. ESCHER & G. SIMONETT, On Hele-Shaw models with surface tension,
Math. Res. Lett. 3, 467-474 (1996).

[19] M. GAGE & R.S. HAMILTON, The heat equation shrinking convex plane
curves, J. Differential Geometry 23, 69-96 (1986).

[20] D. GILBARG & N.S. TRUDINGER, Elliptic Partial Differential Equations
of Second Order, Springer, Berlin, 1977.

[21] M. GRAYSON, The heat equation shrinks embedded plane curves to round
points, J. Differential Geometry 26, 285-314 (1987).

[22] M.E. GURTIN, Thermomechanics of Evolving Phase Boundaries in the plane,
Clarendon Press, Oxford, 1993.

[23] R. S. HAMILTON, Three-manifolds with positive Ricci curvature, J. Differ-
ential Geometry 17, 255-306 (1982).

[24] E. I. HANZAWA, Classical solutions of the Stefan problem, Tôhoku Math. J.
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