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Chapter 1

Spectral theory

If A is a complex unital algebra then we denote by G(A) the set of elements
which have a two sided inverse. If x € A, the spectrum of z is

oa(z)={AeClz-AgG(A)}.
The complement of the spectrum is called the resolvent and denoted p4(x).

Proposition 1.0.1. Let A be a unital algebra over C, and consider x,y € A.
Then o a(zy) U {0} = oa(yx) U{0}.
Proof. If 1 — xy € G(A) then we have

(1—ya)(1+y(1—ay)'z)=1—yz+y(l —ay) 'z —yay(l —ay) 'z

=1—yr+y(l —zy)(1—ay) 'z =1
Similarly, we have
(1 +y(1—ay) )1 —y2) =1,
and hence 1 —yx € G(A). |
Knowing the formula for the inverse beforehand of course made the proof of

the previous proposition quite a bit easier. But this formula is quite natural to
consider. Indeed, if we just consider formal power series then we have

(1—y2) ' =) () =14y _(ay)")e =1+y(1 —ay) "=
k=0 k=0

1.1 Banach and (C*-algebras

A Banach algebra is a Banach space A, which is also an algebra such that
lzyll < [lz][ly]l-

3
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A Banach algebra A is involutive if it possesses an anti-linear involution s,
such that ||z*|| = ||z||, for all 2 € A.
If an involutive Banach algebra A additionally satisfies

lo* 2l = |,

for all z € A, then we say that A is a C*-algebra. If a Banach or C*-algebra
is unital, then we further require ||1]] = 1.

Note that if A is a unital involutive Banach algebra, and x € G(A) then
(x7=H)* = (z*)~1, and hence o4(z*) = oa(z).

Example 1.1.1. Let K be a locally compact Hausdorff space. Then the space
Co(K) of complex valued continuous functions which vanish at infinity is a C*-
algebra when given the supremum norm || f|lec = sup,cx |f(z)|. This is unital
if and only if K is compact.

Example 1.1.2. Let H be a complex Hilbert space. Then the space of all
bounded operators B(#) is a C*-algebra when endowed with the operator norm

[zl = supeepy, <1 1€l

Lemma 1.1.3. Let A be a unital Banach algebra and suppose x € A such that
[T — x| <1, then x € G(A).

Proof. Since ||1 — z|| < 1, the element y = >~ (1 — z)* is well defined, and it
is easy to see that xy = yx = 1. |

Proposition 1.1.4. Let A be a unital Banach algebra, then G(A) is open, and
the map x +— x~ 1 is a continuous map on G(A).

Proof. If y € G(A) and ||z —y|| < ||y~ then |1 — 2y~ || < 1 and hence by the
previous lemma zy~! € G(A) (hence also z = 2y~ 1y € G(A)) and

lzy ™ < >N =2y |
n=0

1
L=yl lly = =II

o
<Dy M ly = 2l =
n=0

Hence,

o=t =y M = llz= " (y — )y |

< Iy ey Ml My — ol < — ey .
L= ly=Hllly — ||
Thus continuity follows from continuity of the map ¢ — %t, att=0. W

Proposition 1.1.5. Let A be a unital Banach algebra, and suppose x € A, then
oa(x) is a non-empty compact set.
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Proof. If ||z|| < [\ then £ —1 € G(A) by Lemma 1.1.3, also 0 4(z) is closed by
Proposition 1.1.4, thus o 4(z) is compact.

To see that o4 (z) is non-empty note that for any linear functional ¢ € A*,
we have that f(z) = ¢((z — 2z)~1) is analytic on pa(x). Indeed, if 2,29 € pa(x)
then we have

(-2 —(x—2)" =(x—2)7" 2 —2)(x—2)""

Since inversion is continuous it then follows that

i LTG0 _ o)),

2—20 zZ— 2
We also have lim,_, f(z) = 0, and hence if 0 4(x) were empty then f would be
a bounded entire function and we would then have f = 0. Since ¢ € A* were
arbitrary this would then contradict the Hahn-Banach theorem. |

Theorem 1.1.6 (Gelfand-Mazur). Suppose A is a unital Banach algebra such
that every non-zero element is invertible, then A = C.

Proof. Fix x € A, and take A € o(x). Since z — A is not invertible we have that
xz — X =0, and the result then follows. |

If f(z) = Y p_oarz" is a polynomial, and = € A, a unital Banach algebra,
then we define f(z) = Y ,_, axz® € A.

Proposition 1.1.7. Let A be a unital Banach algebra, x € A and f a polyno-
mial. then oa(f(x)) = f(oa(z)).
Proof. If X € oa(z), and f(z) = Y}_,arz” then

F@) = FO) =D an(@® = A"
k=1

k—1
=(z—-X) Zak ij)\k_j_l,
k=1 j=0
hence f(A\) € oa(z). conversely if u & f(oa(x)) and we factor f — p as
f=n=on(z—=>2) (z =),
then since f(A\) — p # 0, for all A € ou(x) it follows that \; € oa(z), for
1 <4< n, hence f(z) — pu € G(4). [ ]
If A is a unital Banach algebra and = € A, the spectral radius of z is

r(x) = sup |\
A€o a(x)

Note that by Proposition 1.1.5 the spectral radius is finite, and the supremum
is attained. Also note that by Proposition 1.0.1 we have the very useful equality
r(xy) = r(yzx) for all z and y in a unital Banach algebra A. A priori the spectral
radius depends on the Banach algebra in which x lives, but we will show now
that this is not the case.
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Proposition 1.1.8. Let A be a unital Banach algebra, and suppose x € A.
Then lim,, o ||2™||*/" exists and we have

T n|l/n
r(@) = lim "]/,

Proof. By Proposition 1.1.7 we have r(2™) = r(x)", and hence

r(z)" < [la"]],

showing that r(x) < liminf,_, [|2"||*/".
To show that r(x) > limsup,, _, ., [|z™||*/", consider the domain Q = {z € C |
|z| > r(x)}, and fix a linear functional p € A*. We showed in Proposition 1.1.5

that z — o((x —2)~1) is analytic in © and as such we have a Laurent expansion

oo

ez -2 =37

n=0
for |z| > r(x). However, we also know that for |z| > ||z| we have

n—1

ol =3 2T

By uniqueness of the Laurent expansion we then have that

nfl)

ol - =3 AT

zn

n—1

for |z| > r(x).
Hence for |z| > r(x) we have that lim, “’(“Tzl"

functionals ¢ € A*. By the uniform boundedness principle we then have
flz" 1
2"

= 0, for all linear

limy, o0 =0, hence |z| > limsup,,_, [|="]'/™, and thus

r(z) > limsup||:1:”|\1/". [ ]
n— oo

Exercise 1.1.9. Suppose A is a unital Banach algebra, and I C A is a closed
two sided ideal, then A/ is again a unital Banach algebra, when given the norm
lla+I|| = infyer |ja + y||, and (a + I)(b+ 1) = (ab+ I).

Exercise 1.1.10. Let A be a unital Banach algebra and suppose x,y € A such
that xy = yx. Show that r(xy) < r(z)r(y).

1.2 The Gelfand transform

Let A be a abelian Banach algebra, the spectrum of A, denoted by o(A4), is
the set of continuous *-homomorphsims ¢ : A — C such that ||¢| = 1, which
we endow with the weak™-topology as a subset of A*.
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Note that if A is unital, and ¢ : A — C is a *-homomorphism, then it follows
easily that ker(¢) NG(A) = 0. In particular, this shows that ¢(x) € o(x), since
x — p(z) € ker(p). Hence, for all z € A we have |p(z)| < r(z) < ||z|. Since,
(1) =1 this shows that the condition ||¢|| = 1 is automatic in the unital case.

It is also easy to see that when A is unital o(A) is closed and bounded, by
the Banach-Alaoglu theorem it is then a compact Hausdorff space.

Proposition 1.2.1. Let A be a unital Banach algebra. Then the association
© > ker(p) gives a bijection between the spectrum of A and the space of mazimal
ideals.

Proof. If ¢ € 0(A) then ker(y) is clearly an ideal, and if we have a larger ideal
I, then there exists x € I such that p(z) # 0, hence 1 — z/p(z) € ker(p) C I
and so 1 = (1 —z/¢(z)) + x/p(z) € I which implies I = A.

Conversely, if I C A is a maximal ideal, then I N G(A) = 0 and hence
[1—y|l > 1 for all y € I. Thus, I is also an ideal and 1 ¢ I which shows
that I = I by maximality. We then have that A/I is a unital Banach algebra,
and since I is maximal we have that all non-zero elements of A/I are invertible.
Thus, by the Gelfand-Mazur theorem we have A/I = C and hence the projection
map 7 : A — A/I = C gives a continuous homomorphism with kernel I. |

Suppose A is a unital C*-algebra which is generated (as a unital C*-algebra)
by a single element x, if A € o4(x) then we can consider the closed ideal gen-
erated by x — A which is maximal since x generates A. This therefore induces
a map from o4(z) to o(A). We leave it to the reader to check that this map is
actually a homeomorphism.

Let A be a unital abelian Banach algebra, the Gelfand transform is the
map I': A — C(0(A)) defined by

I'(2)(p) = ¢(x).

Theorem 1.2.2. Let A be a unital abelian Banach algebra, then the Gelfand
transform is a contractive homomorphism, and T'(z) is invertible in C(o(A)) if
and only if x© is invertible in A.

Proof. Tt is easy to see that the Gelfand transform is a contractive homomor-
phism. Also, if z € G(A), then T'(a)['(a™!) = T'(aa™t) = T(1) = 1, hence I'(z) is
invertible. Conversely, if z & G(A) then since A is abelian we have that the ideal
generated by x is non-trivial, hence by Zorn’s lemma we see that x is contained
in a maximal ideal I C A, and from Proposition 1.2.1 there exists ¢ € o(A)
such that I'(z)(¢) = ¢(z) = 0. Hence, in this case I'(z) is not invertible. |

Corollary 1.2.3. Let A be a unital abelian Banach algebra, then o(I'(z)) =
o(x), and in particular |T'(z)]| = r(T(x)) = r(x), for all z € A.

1.3 Continuous functional calculus

Let A be a C*-algebra. An element z € A is:
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e normal if za* = z*z.

*

e self-adjoint if x = z*, and skew-adjoint if x = —x*.
e positive if x = y*y for some y € A.

e a projection if z* = 2?2 = z.

e unitary if A is unital, and x*x = zx* = 1.

e isometric if A is unital, and x*z = 1.

e partially isometric if x*x is a projection.

We denote by A, the set of positive elements, and a,b € A are two self-
adjoint elements then we write a < b if b — a € A;. Note that if z € A then
x*Aix C Ay, in particular, if a,b € A are self-adjoint such that a < b, then
z*axr < z*bx.

Proposition 1.3.1. Let A be a C*-algebra and x € A normal, then ||z|| = r(z).

Proof. We first show this if z is self-adjoint, in which case we have ||z?| = ||z||?,
and by induction we have ||z2"| = |z[|*" for all n € N. Therefore, ||z| =
lim,, o0 |22 [|?" = 7(2).

If z is normal then by Exercise 1.1.10 we have

l2]|* = lla*]| = r(z"2) < r(2*)r(2) = r(2)* < || =

Corollary 1.3.2. Let A and B be two unital C*-algebras and ® : A — B a
unital *-homomorphism, then ® is contractive. If ® is a x-isomorphism, then
P is isometric.

Proof. Since @ is a unital *-homomorphism we clearly have ®(G(4)) C G(B),
from which it follows that op(®(z)) C 0a(z), and hence r(®(x)) < r(z), for all
x € A. By Proposition 1.3.1 we then have

12(@)]* = [|@(a"2)|| = r(®(a"x)) < r(a*z) = ||l2"z]| = [«

If ® is a *-isomorphism then so is ®~! which then shows that ® is isometric.
|

Corollary 1.3.3. Let A be a unital complex involutive algebra, then there is at
most one norm on A which makes A into a C*-algebra.

Proof. If there were two norms which gave a C*-algebra structure to A then by
the previous corollary the identity map would be an isometry. |

Lemma 1.3.4. Let A be a unital C*-algebra, if x € A is self-adjoint then
oA (1’) C R.
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Proof. Suppose A = a+iff € 04(x) where a, 8 € R. If we consider y = z—a+1it
where t € R, then we have i(8 4 ¢) € 04(y) and y is normal. Hence,

B+1*<rm)?*=lyl* = ly"yl
(@ —a)? + 2] < |z — af* + £,

and since t € R was arbitrary it then follows that g = 0. |

Lemma 1.3.5. Let A be a unital Banach algebra and suppose x ¢ G(A). If
xn € G(A) such that ||z, — x| — 0, then ||z} — oco.

Proof. If ||z, 1| were bounded then we would have that |1 —zz, | < 1 for some
n. Thus, we would have that zz,! € G(A) and hence also z € G(A). [ ]

Proposition 1.3.6. Let B be a unital C*-algebra and A C B a unital C*-
subalgebra. If x € A then o4(x) = op(z).

Proof. Note that we always have G(A) C G(B). If z € A is self-adjoint such
that * ¢ G(A), then by Lemma 1.3.4 we have it € pa(z) for ¢ > 0. By the
previous lemma we then have

. a1y
lim [(z —at) ™| = oo,

and thus z ¢ G(B) since inversion is continuous in G(B).
For general z € A we then have

r€GA) e r'r e G(A) & z"r € G(B) & x € G(B).
In particular, we have ca(z) = op(z) for all x € A. [ |

Because of the previous result we will henceforth write simply o(x) for the
spectrum of an element in a C*-algebra.

Theorem 1.3.7. Let A be a unital abelian C*-algebra, then the Gelfand trans-
formT : A — C(o(A)) gives an isometric isomorphism between A and C(o(A)).

Proof. If x is self-adjoint then from Lemma 1.3.4 we have o(I'(z)) = o(z) C R,
and hence I'(z) = I'(z*). In general, if z € A we can write z as z = a + ib

where a = % and b = w are self-adjoint. Hence, T'(z*) = I'(a — ib) =
I'(a) —il'(b) =T'(a) +iT'(b) =T'(x) and so T is a *-homomorphism.

By Proposition 1.3.1, if x € A we then have

lz]|* = lla* || = r(a*z)
=r(C(a"z)) = [P(=") (@)l = [T ()],

and so I' is isometric, and in particular injective.

To show that I" is surjective note that I'(A) is self-adjoint, and closed since
I" is isometric. Moreover, I'(A) contains the constants and clearly separates
points, hence I'(4) = C(0(A)) by the Stone-Weierstrauss theorem. |
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Since we have seen above that if A is generated as a unital C*-algebra
by a single normal element z € A, then we have a natural homeomorphism
o(z) 2 o(A). Thus by considering the inverse Gelfand transform we obtain an
isomorphism between C'(o(x)) and A which we denote by f +— f(x).

Theorem 1.3.8 (Continuous functional calculus). Let A and B be a unital C*-
algebras, with x € A normal, then this functional calculus satisfies the following
properties:

(1) The map f — f(z) is a homomorphism from C(o(z)) to A, and if f(z) =
S o arz” is a polynomial, then f(x) =, _,arzk.

(i3) For f € C(o(x)) we have o(f(x)) = f(o(x)).
(#i1) If ® : A — B is a C*-homomorphism then ®(f(x)) = f(®(z)).

(i) If x, € A is a sequence of normal elements such that ||z, — x| — 0, Q is
a compact neighborhood of o(x), and f € C(Q), then for large enough n
we have o(x,) C Q and || f(xy) — f(x)] = 0.

Proof. Parts (i), and (ii) follow easily from Theorem 1.3.7. Part (iii) is obvious
for polynomials and then follows for all continuous functions by approximation.

For part (iv), the fact that o(z,) C Q for large n follows from continuity of
inversion. If we write C' = sup,, ||, || and we have € > 0 arbitrary, then we may
take a polynomial g : Q — C such that || f — ¢]|ec < £ and we have

limsup || f(zn) = f(2)]| < 2[f = gllocC + lim sup lg(zn) +g(z)| < 2Ce.

n—roo

Since € > 0 was arbitrary we have lim, o ||f(2z,) — f(2)]| = 0. |

1.3.1 The non-unital case

If A is not a unital C*-algebra then we may consider the space A = A® C which
is a *x-algebra with multiplication

(z®a)-(yop) = (ry+ay + Br) ®ap,
and involution (z @ a)* = z* @ @. We may also place a norm on A given by

lz@all=sup [zy+ayl.
yeA,|lylI<1

We call A the unitization of A.

Proposition 1.3.9. Let A be a non-unital C*-algebra, then the unitization A
is again a C*-algebra, and the map x — x @0 is an isometric *-isomorphism of
A onto a mazimal ideal in A.
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Proof. The map z — « @ 0 is indeed isometric since on one hand we have
[z @ 0l = supyea, jy<1 lzyll < [lz[, while on the other hand if z # 0, and we
set y = a*/[|a*| then we have ||z|| = |lz*||/[|2*| = [lzy| <[z ® O]

The norm on A is nothing but the operator norm when we view A as acting
on A by left multiplication and hence we have that this is at least a semi-
norm such that |lzy| < ||lz|/||y|l, for all 2,y € A. To see that this is actually
a norm note that if & # 0, but ||z @ | = 0 then for all y € A we have
lzy + ayl] < ||z @ af||ly|l = 0, and hence e = —x/« is a left identity for A.
Taking adjoints we see that e* is a right identity for A, and then e = ee* = e*
is an identity for A which contradicts that A is non-unital. Thus, || - || is indeed
a norm.

It is easy to see then that A is then complete, and hence all that remains
to be seen is the C*-identity. Since, each for each y € A, ||y|| < 1 we have
(yo0)*(z@a) € AG 0= A it follows that the C*-identity holds here, and so

Iz ®a)*(z @ a)| = [l(y®0)"(z®a)'(z & a)(y @ 0)
= Iz ® a)(y ® 0)]I*.

Taking the supremum over all y € A, |ly|| < 1 we then have
Iz @) (@®a)] > z@al* > [z ® ) (z & a)]. =

Lemma 1.3.10. If A is a non-unital abelian C*-algebra, then any norm 1
multiplicative linear functional ¢ € o(A) has a unique extension @ € A.

Proof. If we consider ¢(z @ a) = p(z) + « then the result follows easily. [ |

In particular, this shows that (A) is homeomorphic to o(A) \ {¢e} where
o is defined by p(z,a) = a. Thus, o(A) is locally compact.

If € A then the spectrum o(z) of x is defined to be the spectrum of
2 @®0 € A. Note that for a non-unital C*-algebra A, since A C A is an ideal it
follows that 0 € o(z) whenever x € A.

By considering the embedding A ¢ A we are able to extend the spectral
theorem and continuous functional calculus to the non-unital setting. We leave
the details to the reader.

Theorem 1.3.11. Let A be a non-unital abelian C*-algebra, then the Gelfand
transform T' : A — Co(o(A)) gives an isometric isomorphism between A and

Co(o(A))-

Theorem 1.3.12. Let A be a C*-algebra, and x € A a normal element, then
if f € C(o(x)) such that f(0) =0, then f(x) € A C A.

Exercise 1.3.13. Suppose K is a non-compact, locally compact Hausdorff
space, and K U {oo} is the one point compactification. Show that we have

e~

a natural isomorphism C(K U {oco}) = Cy(K).
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1.4 Applications of functional calculus

Given any element z in a C*-algebra A, we can decompose x uniquely as a
sum of a self-adoint and skew-adjoint elements ”‘2“”* and T_QT . We refer to the
self-adjoint elements ”“‘27" and z”; L the real and imaginary parts of x, note
that the real and imaginary parts of z have norms no grater than that of x.
Also, if x € A is self-adjoint then from above we know that o(z) C R,
hence by considering z,+ = (0 V t)(z) and x— = —(0 A t)(x) it follows easily
from functional calculus that o(zy),o(z_) C [0,00), zyz_ = z_z4 = 0, and
x=1zy —x_. We call x; and x_ the positive and negative parts of z.

1.4.1 The positive cone

Lemma 1.4.1. Suppose we have self-adjoint elements x,y € A such that o(x),o(y) C
[0,00) then o(xz +y) C [0, 00).

Proof. Let a = ||z||, and b = ||y||. Since z is self-adjoint and o(x) C [0,00)
we may use the spectral radius formula to see that ||ja — z|| = r(a — z) = a.
Similarly we have ||b — y|| = b and since ||z + y|| < a + b we have

sup {a+b—A}t=r((a+b)—z)=|(a+b)—(z+y
Ao (z+y)

<z —all+ly bl =a+b.
Therefore, o(z 4+ y) C [0, 0). [ |

Proposition 1.4.2. Let A be a C*-algebra. A normal element x € A is

(1) self-adjoint if and only if o(x) C R.

)

(1) positive if and only if o(x) C [0, 00).

(#i7) unitary if and only if o(x) C T.

(iv)

Proof. Parts (i), (iii), and (iv) all follow easily by applying continuous functional
calculus. For part (ii) if # is normal and o(x) C [0,00) then z = (1/7)? =
(v/T)*\/x is positive. It also follows easily that if x = y*y where y is normal
then o(x) C [0,00). Thus, the difficulty arises only when z = y*y where y is
perhaps not normal.

Suppose x = y*y for some y € A, to show that o(z) C [0, 00), decompose z
into its positive and negative parts © = x —x_ as described above. Set z = yx_
and note that z*2 = z_(y*y)r_ = —23 , and hence o(22*) C 0(2*2) C (—00,0].

If 2 = a+ib where a and b are self-adjoint, then we have zz*+42*z = 2a% 4202,
hence we also have o(zz* + z*z) C [0,00) and so by Lemma 1.4.1 we have
o(2*2) = o((2a% 4 2b%) — 22*) C [0,00). Therefore o(—22) = o(2*2) C {0} and
since x_ is normal this shows that 2 = 0, and consequently z_ = 0. |

a projection if and only if o(x) C {0,1}.
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Corollary 1.4.3. Let A be a C*-algebra. An element x € A is a partial isometry
if and only if ©* is a partial isometry.

Proof. Since z*z is normal, it follows from the previous proposition that x is a
partial isometry if and only if o(z*z) C {0,1}. Since o(z*z)U{0} = o(zz*)U{0}
this gives the result. |

Corollary 1.4.4. Let A be a C*-algebra, then the set of positive elements forms
a closed cone. Moreover, if a € A is self-adjoint, and A is unital, then we have
a < [laf.

Note that if z € A is an arbitrary element of a C*-algebra A, then from above

we have that x*x is positive and hence we may define the absolute value of x
as the unique element |z| € A such that |z|> = z*z.

Proposition 1.4.5. Let A be a unital C*-algebra, then every element is a linear
combination of four unitaries.

Proof. If x € A is self-adjoint and |z|| < 1, then u = = 4+ i(1 — 22)Y/2 is a
unitary and we have © = u + u*. In general, we can decompose x into its
real and imaginary parts and then write each as a linear combination of two
unitaries. [

Proposition 1.4.6. Let A be a C*-algebra, and suppose x,y € A, such that

x <y, then \/x < \/y. Moreover, if A is unital and x,y € A are invertible, then
-1 -1

y <z

Proof. First consider the case that A is unital and x and y are invertible, then
we have
Y~y 12 <

hence
xl/zy_1x1/2 < Hx1/2y_1x1/2|\ _ r(x1/2y_1x1/2)
=r(y " ay~1?) < 1.

—1/2

Conjugating by x gives y~! <z 1.

We also have
ly= 22 /2)? = ||y~ 22y~ 12| < 1,

therefore
Y~ VA2 =1/ < |y VA 2= (A2 -1/
= r(y~ Y222y < |y~ V2 V?|| < 1.
Conjugating by y/* gives 21/2 < y'/2.
In the general case we may consider the unitization of A, and note that if

e > 0, then we have 0 < x + ¢ < y + ¢, where x + ¢, and y + ¢ are invertible,
hence from above we have

(z+e)/? < (y+e)/2

Taking the limit as € — 0 we obtain the result. |
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In general, a continuous real valued function f defined on an interval I is said
to be operator monotone if f(a) < f(b) whenever o(a),o(b) C I, and a < b.
The previous proposition shows that the functions f(t) = v/#, and f(t) = —1/t,
t > 0 are operator monotone.

Corollary 1.4.7. Let A be a C*-algebra, then for z,y € A we have |zy| <
[yl

Proof. Since |xy|? = y*x*zy < ||z||?y*y, this follows from the previous proposi-
tion. u

1.4.2 Extreme points

Given a involutive normed algebra A, we denote by (A); the unit ball of A, and
Ag .. the subspace of self-adjoint elements.

Proposition 1.4.8. Let A be a C*-algebra.

(i) The extreme points of (Ay)1 are the projections of A.

(i4) The extreme points of (As.a.)1 are the self-adjoint unitaries in A.
(#it) Fuvery extreme point of (A)1 is a partial isometry in A.

Proof. (i) If z € (Ay)1, then we have 2 < 2z, and « = 322+ 1 (22— 2?%). Hence
if 2 is an extreme point then we have z = 22 and so x is a projection. For the
converse we first consider the case when A is abelian, and so we may assume
A = Cy(K) for some locally compact Hausdorff space K. If z is a projection
then x = 1 is the characteristic function on some open and closed set £ C K,
hence the result follows easily from the fact that 0 and 1 are extreme points of
[0, 1].

For the general case, suppose p € A is a projection, if p = %(a + b) then
%a:p—b < p, and hence 0 < (1 — p)a(l — p) < 0, thus a = ap = pa. We
therefore have that a, b, and p commute and hence the result follows from the
abelian case.

(ii) First note that if A is unital then 1 is an extreme point in the unit ball.
Indeed, if 1 = % (a+b) where a,b € (A)1, then we have the same equation when
replacing a and b by their real parts. Thus, assuming a and b are self-adjoint we
have %a =1- %b and hence a¢ and b commute. By considering the unital C*-
subalgebra generated by a and b we may assume A = C(K) for some compact
Hausdorff space K, and then it is an easy exercise to conclude that a = b = 1.

If w is a unitary in A, then the map = — ux is a linear isometry of A, thus
since 1 is an extreme point of (A); it follows that u is also an extreme point. In
particular, if u is self-adjoint then it is an extreme point of (Ag.a )1

Conversely, if © € (Asa,.)1 is an extreme point then if z, = %(a +b) for
a,b € (Ay)1, then 0 = z_zy2_ = (z_az_ + x_bx_) > 0, hence we have
(a'?x_)*(a'?x_) = x_ax_ = 0. We conclude that az_ = z_a = 0, and
similarly bx_ = x_b = 0. Thus, a —z_ and b — x_ are in (4s,. )1 and & =
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1((@—=2-) + (b—2_)). Since z is an extreme point we conclude that z =
a—2x_ =b—x_ and hence a =b=z4.

We have shown now that z is an extreme point in (Ay); and thus by part
(i) we conclude that z is a projection. The same argument shows that x_ is
also a projection, and thus z is a self-adjoint unitary.

(iii) If € (A); such that 2*z is not a projection then by applying functional
calculus to z*x we can find an element y € A, such that x*xy = yax*x # 0,
and [|z(1 £ y)||? = [Jz*z(1 £ y)?|| < 1. Since xy # 0 we conclude that z =

1((z + zy) + (z — zy)) is not an extreme point of (A);. [ ]

1.4.3 Ideals and quotients

Theorem 1.4.9. Let A be a C*-algebra, and let I C A be a left ideal, then
there exists an increasing net {ax}x C I of positive elements such that for all
x € I we have

||[xax — z|| — 0.

Moreover, if A is separable then the net can be taken to be a sequence.

Proof. Consider A to be the set of all finite subsets of I C A C A, ordered by
inclusion. If A € A we consider

ha=Y o'z, ax=|Aha(l+ [Aha) 7
TEA

Then we have ay € I and 0 < ay < 1. If A < ) then we clearly have h) < hy/
and hence by Proposition 1.4.6 we have that

1 1 B VAN | B VAN | -1
— | — 4+ hy < — | — 4+ hyv < —|—4+h .
v (Xﬁ ) A|(|A|+ ) = (w* )

Therefore

=1 1 1+h _1<1 ! 1+h _1—
DTN T = T A ) T

If y € A then we have

(Y(1—an)*(y(1 —ax) <D (@(1—ax)"(@(1 —ax)) = (1 —ax)ha(l = ax).

TEA

But [[(1 — ax)ha(1 — ax)|| = |[ha(1 + [ARy) 72 < ﬁ, from which it follows
easily that ||y —yax| — 0, for all y € I.
If A is separable then so is I, hence there exists a countable subset {Zn}nen C
I which is dense in I. If we take A\, = {z1,...,2,}, then clearly a,, = a,, also
satisfies
ly — yan|| — 0. u
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We call such a net {a)} a right approximate identity for I. If I is self-
adjoint then we also have ||ayz — z|| = ||z*a) — 2*|| = 0 and in this case we call
{a)} an approximate identity. Using the fact that the adjoint is an isometry
we also obtain the following corollary.

Corollary 1.4.10. Let A be a C*-algebra, and I C A a closed two sided ideal.
Then I is self-adjoint. In particular, I is a C*-algebra.

Exercise 1.4.11. Show that if A is a C*-algebra such that x <y = 22 <y?,
for all z,y € Ay, then A is abelian.

Exercise 1.4.12. Let A be a C*-algebra and I C A a non-trivial closed two
sided ideal. Show that A/I is again a C*-algebra.



Chapter 2

Bounded linear operators

Recall that if H is a Hilbert space then B(#), the algebra of all bounded linear
operators is a C*-algebra with norm

[zl = sup lzg]],
£eM,|€lI<1

and involution given by the adjoint, i.e., * is the unique bounded linear operator
such that

(& a™n) = (@€, n),
for all £, € H.

Lemma 2.0.13. Let H be a Hilbert space and consider x € B(H), then ker(z) =
R(z*)*.

Proof. If £ € ker(z), and n € H, then (§,2*n) = (x€,n) = 0, hence ker(z) C
R(z*)t. If € € R(z*)* then for any n € H we have (z€, 1) = (£, 2*n) = 0, hence
¢ € ker(x). [ |

Lemma 2.0.14. Let H be a Hilbert space, then an operator x € B(H) is
(1) normal if and only if ||x&|| = ||=*&||, for all § € H.
(i) self-adjoint if and only if (x€,&) € R, for all § € H.

(iv

)
)
(#i1) positive if and only if (x€,&) > 0, for all £ € H.
) an isometry if and only if |z€|| = ||||, for all £ € H.
)

(v

a projection if and only if x is the orthogonal projection onto some closed
subspace of H.

(vi) a partial isometry if and only if there is a closed subspace K C H such
that xx is an isometry while x 1 = 0.

Proof.

17
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(i) If 2 is normal than for all ¢ € H we have ||z€||? = (x*2¢, &) = (va*€, &) =
lz*¢||?. Conversely, is ((x*z — zz*)€,€) = 0, for all €& € H, then for all
&,m € H, by polarization we have

3

(" —xa®)&m) = Y i*{(a" e — aa*)(E + i), (€ +i*n)) = 0.

k=0

Hence x*x = xx*.

(ii) If & = «* then (x€,&) = (£, 2€) = (x&,£). The converse follows again by a
polarization argument.

(iii) If # = y*y, then (x€,€) = ||y€]|> > 0. Conversely, if (x€,€) > 0, for
all £ € H then we know from part (b) that x is self-adjoint, and for all
a > 0 we have ((z +a)¢, &) > al|€||*. This shows that x + a is an injective
operator with dense image (since the orthogonal complement of the range
is trivial). Moreover, by the Cauchy-Schwarz inequality we have

alléll® < {(z +a), &) < [z + a)éllli€]l,

and hence al|&|| < ||(z + a)€]|, for all £ € H. In particular this shows that
the image of « + a is closed since if {(z + a)&,} is Cauchy then {&,} is
also Cauchy. Therefore (z + a) is invertible and al|(z + a) ~¢|| < |||, for
all ¢ € H, showing that (z + a)~! is bounded. Since a > 0 was arbitrary
this shows that o(z) C [0,00) and hence x is positive.

(iv) If z is an isometry then z*x = 1 and hence ||2¢|? = (z*z¢, &) = ||€]|? for
all £ € H. The converse again follows from the polarization identity.

(v) If = is a projection then let K = R(z) = ker(z)!, and note that for all
£ e K,n e ker(x),z¢ € R(x) we have (x€,n+ x() = (£, x(), hence z€ € K,
and z€ = £. This shows that x is the orthogonal projection onto the
subspace K.

(vi) This follows directly from iv and v. [ |

Proposition 2.0.15 (Polar decomposition). Let H be a Hilbert space, and x €
B(H), then there exists a partial isometry v such that x = v|z|, and ker(v) =
ker(|z|) = ker(x). Moreover, this decomposition is unique, in that if © = wy
where y > 0, and w is a partial isometry with ker(w) = ker(y) then y = |z|, and
w=wv.

Proof. We define a linear operator vg : R(|z|) — R(x) by vo(|z|§) = &, for
& € H. Since |||z|&|| = ||z€]|, for all £ € H it follows that vy is well defined and
extends to a partial isometry v from R(|z|) to R(z), and we have v|z| = x. We
also have ker(v) = R(|z|)* = ker(|z|) = ker(x).

To see the uniqueness of this decomposition suppose x = wy where y > 0,
and w is a partial isometry with ker(w) = ker(y). Then |z|? = 2*x = yw*wy =
y?, and hence |z| = (|z|?)"/? = (y*)'/? = y. We then have ker(w) = R(\x|)L,
and ||w|z|¢]| = ||z£]|, for all £ € H, hence w = v. [ |
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2.1 Trace class operators

Given a Hilbert space H, an operator x € B(H) has finite rank if R(z) =
ker(z*)= is finite dimensional, the rank of z is dim(R(z)). We denote the space
of finite rank operators by FR(H). If x is finite rank than R(z*) = R(x‘*ker(I*)L)
is also finite dimensional being the image of a finite dimensional space, hence
we see that x* also has finite rank. If £, 7 € H are vectors we denote by £ ® 7
the operator given by

€ @m() = (¢

Note that (£ ®@7)* = n®¢&, and if ||€]| = ||n]| = 1 then ¢ ® 77 is a rank one
partial isometry from Cn to C£. Also note that if x,y € B(H), then we have

(€ @n)y = (2€) ® (y*n).

From above we see that any finite rank operator is of the form pxq where
p,q € B(H) are projections onto finite dimensional subspaces. In particular this
shows that FR(H) =sp{{ @7 | &, n € H}

Lemma 2.1.1. Suppose x € B(H) has polar decomposition x = v|x|. Then for
all € € H we have

2[(x¢, &)| < (|@[€, &) + (|z[v"E,v™E).
Proof. It A € C such that |A| = 1, then we have
0 < [[(|]/* = N[/ 20")€]|?
= llz[*/2€]1* = 2Re(X(|a|'/%¢, 207 €)) + |[[]/*0*€%.
Taking X such that X(|z|'/2¢, |z|*/2v*€) > 0, the inequality follows directly. M

If {¢;} is an orthonormal basis for H, and « € B(H) is positive, then we
define the trace of z to be

Tr(z) = Z@fufﬁ-

Lemma 2.1.2. If x € B(H) then Tr(z*z) = Tr(zz*).

Proof. By Parseval’s identity and Fubini’s theorem we have

> (ot &) ZZ (x&,&)(&5, 2&i)
= ZZ (&2 ) (&, 2*) = Z<m £,)- u

Corollary 2.1.3. If x € B(H) is positive and u is a unitary, then Tr(u*zu) =
Tr(x). In particular, the trace is independent of the chosen orthonormal basis.

Proof. If we write x = y*y, then from the previous lemma we have

Tr(y*y) = Tr(yy™) = Tr((yu)(w'y”)) = Tr(u™(y"y)u). u
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An operator x € B(H) is said to be of trace class if ||z||; := Tr(|z|) < oo.
We denote the set of trace class operators by L'(B(#H)) or L' (B(H), Tr).

Given an orthonormal basis {¢;}, and = € L*(B(H)) we define the trace of
x by

By Lemma 2.1.1 this is absolutely summable, and
2| Tr(z)| < Tr(|z]) + Tr(v]z|o®) < 2([z]];.

Lemma 2.1.4. L'(B(H)) is a two sided self-adjoint ideal in B(H) which co-
incides with the span of the positive operators with finite trace. The trace is
independent of the chosen basis, and || - ||1 is a norm on L'(B(H)).

Proof. If z,y € L*(B(H)) and we let 2+y = w|z+y| be the polar decomposition,
then we have w*z, w*y € L' (B(H)), therefore Y (|z+y|&;, &) = > (w* &, &)+
(w*y&;, &) is absolutely summable. Thus z +y € L' (B(H)) and

[z +yll < flw el + lwylls <zl + [yl

Thus, it follows that L'(B(H)) is a linear space which contains the span of the
positive operators with finite trace, and || - ||; is a norm on L'(B(H)).
If z € LY(B(H)), and a € B(H) then

3
dal|z| = Zik(a + i) z|(a + %),
k=0

and for each k we have
Tr((a + i*)|z|(a + i*)*) = Te(|2?|a + i*?|2['/?) < [la + i*|)* Te(|x)).

Thus if we take a to be the partial isometry in the polar decomposition of x
we see that z is a linear combination of positive operators with finite trace, (in
particular, the trace is independent of the basis). This also shows that L!(B(#))
is a self-adjoint left ideal, and hence is also a right ideal. |

Theorem 2.1.5. If z € LY(B(H)), and a,b € B(H) then
]l < fl=fly

lazblly < {lal[ []b]l ],

and
Tr(az) = Tr(za).

Proof. Since the trace is independent of the basis, and [|z|| = supgcy <1 |Z€]l
it follows easily that ||z| < ||z]1.

Since for z € LY(B(H)), and a € B(H) we have |az| < ||al||z| it follows that
laz ]y < flallllz]l. Since [lz][; = [l=*[]y we also have [lzb]x < [[b][flz|:-
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Since the definition of the trace is independent of the chosen basis, if z €
LY(B(H)) and u € U(H) we have

Tr(eu) = Y (wu, &) = > (uzuy, ué;) = Tr(uz).

% i

Since every operator a € B(H) is a linear combination of four unitaries this also
gives
Tr(za) = Tr(ax). [ |

We also remark that for all £, € H, the operators £ ® 77 satisfy Tr({ ® 77) =
(€,m). Also, it’s easy to check that FR(H) is a dense subspace of L!'(B(H)),
endowed with the norm || - ||;.

Proposition 2.1.6. The space of trace class operators Lt (B(H)), with the norm
Il |l1 is @ Banach space.

Proof. From Lemma 2.1.4 we know that || - ||; is a norm on L'(B(H)) and
hence we need only show that L'(B(#)) is complete. Suppose z,, is Cauchy in
LY(B(H)). Since ||z, — 2| < |20 — 2m||1 it follows that x,, is also Cauchy in
B(#), therefore we have ||z —z,|| — 0, for some xz € B(H), and by continuity of
functional calculus we also have |||z|—|z, ||| — 0. Thus for any finite orthonormal
set M1, ...,M, we have

k k
Z<|$|m‘ﬂ7i> = nh_{go Z<|33n|77i,77z‘>
=1 i=1
< lim [|zp])1 < 0.
n—oo

Hence x € LY(B(H)) and ||z|1 < lim, o0 ||70]]1-

If we let € > 0 be given and consider N € N such that for all n > N we have
|zn — N1 < €/3, and then take Ho C H a finite dimensional subspace such
that [lzn Py |1, [Pyt [lv < &/3. Then for all n > N we have

o — @y
< (@ = 20)Prglh + 2Prz — on ot Il + [[(@x — 20) Pt |l
< (@ = ) Prgl + <.

Since ||z — x| — 0 it follows that |[(x — z,)Py,ll1 — 0, and since € > 0 was
arbitrary we then have ||z — z,|; — 0. [ ]

Theorem 2.1.7. The map ¢ : B(H) — LY (B(H))* given by ¥4(z) = Tr(az),
fora € B(H), x € LY(B(H)), is a Banach space isomorphism.

Proof. From Theorem 2.1.5 we have that 1 is a linear contraction.

Suppose ¢ € L (B(H))*, then (&,7) — (£ ®7) defines a bounded sesquilin-
ear form on H and hence there exists a bounded operator a € B(H) such that
(a&,n) = p(§ ®T), for all £,n € H. Since the finite rank operators is dense in
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LY(B(H)), and since operators of the form & ® 7 span the finite rank operators
we have ¢ = 1),, thus we see that 1 is bijective.
We also have

fall = sup [(a&,n)l
§,neEH,
Il lInll <1
= sup |Tr(a(§®@m)| < [[Yall-

EneEH,
Il lInll <1

Hence 1) is isometric. |

2.2 Hilbert-Schmidt operators

Given a Hilbert space H and « € B(H), we say that x is a Hilbert-Schmidt op-
erator on H if |z|? € L*(B(H)). We define the set of Hilbert-Schmidt operators
by L?(B(H)), or L*(B(H), Tr).

Lemma 2.2.1. L?(B(H)) is a self-adjoint ideal in B(H), and if v,y € L?(B(H))
then zy,yx € LY(B(H)), and

Tr(zy) = Tr(yz).

Proof. Since |z +y|? < |z +y|? + |z —y|? = 2(|z|* + |y|?) we see that L2(B(H))
is a linear space, also since |az|?> < ||al|?|x|? we have that L?(B(H)) is a left
ideal. Moreover, if & = wv|z| is the polar decomposition of = then we have
rz* = v|z|?v*, and thus 2* € L2(B(H)) and Tr(zz*) = Tr(z*x). In particular,
L?(B(H)) is also a right ideal.

By the polarization identity

3
dy'x =) il + ity
k=0

we have that y*z € L' (B(H)) for z,y € L*(B(H)), and

3
4Tr(y*x) = Z i Tr((z + i%y)* (x + %))
k=0

w ||

= " Tr((z 4+ i*y)(x 4+ i*y)*) = 4 Tr(ay™). [ ]
k=0

From the previous lemma we see that the sesquilinear form on L?(B(H))
give by
(z,y)2 = Tr(y"z)
is well defined and positive definite. We again have ||azb|2 < ||a|| ||b]| ||z]|2, and
any x € L?(B(H)) can be approximated in || - || by operators px where p is a
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finite rank projection. Thus, the same argument as for the trace class operators
shows that the Hilbert-Schmidt operators is complete in the Hilbert-Schmidt
norm.

Also, note that if x € L2(B(H)) then since ||y < ||yl for all y € L2(B(H))
it follows that

lellz = sup | Tr(y"z)|
vEL?(B(H)).
lylla<1

< sup  lyllllzlh < [z
yeL*(B(H)),
lyll2<1

Proposition 2.2.2. Let H be a Hilbert space and suppose x,y € L*(B(H)),
then

eyl < lll2llyll2-

Proof. If we consider the polar decomposition zy = v|zy|, then by the Cauchy-
Schwarz inequality we have

lzyll = | Tr(vzy)| = [(y, " v)2|
< [lz*vll2llyll2 < [Jzl2]lyl2- u

If H and K are Hilbert spaces, then we may extend a bounded operator
x : H — K to a bounded operator & € B(H®K) by (£ dn) = 0@ x£. We define
HS(#,K) as the bounded operators  : H — K such that & € L2(B(H & K)).
In this way HS(#, K) forms a closed subspace of L?(B(H @ K)).

Note that HS(H,C) is the dual Banach space of H, and is naturally anti-
isomorphic to H, we denote this isomorphism by & — & We call this the
conjugate Hilbert space of H, and denote it by 7. Note that we have the

natural identification H = . Also, we have a natural anti-linear map = — =
from B(H) to B(H) given by Z€ = z€.

If we wish to emphasize that we are considering only the Hilbert space as-
pects of the Hilbert-Schmidt operators, we often use the notation HRX for the
Hilbert-Schmidt operators HS(H, K). In this setting we call HRK the Hilbert
space tensor product of H with K. Note that if {{;}; and {n;,}; form orthonor-
mal bases for H and K, then {{; ® n;}; ; forms an orthonormal basis for H®K.
We see that the algebraic tensor product H® /K of H and K can be realized as the
subspace of finite rank operators, i.e., we have H@K = sp{é®n | £ € H,n € K}.

If v € B(H) and y € B(K) then we obtain an operator  ® y € B(H ® K)
which is given by (z ® y)h = zhy*. We then have that ||z @ y| < |lz]|||y|,
and (z @ y)(E®@n) = (€) @ (yn) for all £ € H, and n € K. We also have
(r ®y)* = 2* ® y*, and the map (x,y) — = ® y is separately linear in each
variable. If A C B(#H) and B C B(K) are algebras then the tensor product
A ® B is the algebra generated by operators of the form a ® b for a € A and
be B.

If (X, u) is a measure space then we have a particularly nice description of
the Hilbert-Schmidt operators on L?(X, u).
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Theorem 2.2.3. For each k € L*(X x X, ux 1) the integral operator Ty, defined
by

Tiéo) = [ op)ewdn). €< LX)
is a Hilbert-Schmidt operator on L?(X,u). Moreover, the map k v Ty is a

unitary operator from L*(X x X, u x w) to L*(B(L*(X,p))). Moreover, if we
define k*(z,y) = k(z,y) then we have T} = Ti-.

Proof. For all n € L?(X, i), the Cauchy-Schwarz inequality gives

k(2 »)E)n(@)le < [1kll2 1€l 2 x mllnll2-

This shows that 7T}, is a well defined operator on L?(X, u) and ||T|| < ||k|l2. If
{&}i gives an orthonormal basis for L?(X, ) and k(z,y) = Y o ;& (2)€5(y) is
a finite sum then for n € L?(X, u) we have

Tyn = Zaz,J 3 g] Z a; ;& @ 5])

Thus, [Till2 = || X @i j& ® &ll2 = |[kll2, which shows that k — Tj is a unitary
operator.
The same formula above also shows that T} = Tj-. |

2.3 Compact operators

We denote by H; the unit ball in .

Theorem 2.3.1. For x € B(H) the following conditions are equivalent:

(i) @ —=anl ||

(1) x restricted to Hy is continuous from the weak to the norm topology.
(1)

(iv)

Proof. (i) = (ii) Let {n}a be net in H; which weakly converges to {. By
hypothesis for every ¢ > 0 there exists y € FR(H) such that ||z — y|| < e. We
then have

€ FR(H)

x(H1) is compact in the norm topology.

x(H1) has compact closure in the norm topology.

|2€ — xéall < Y€ — yéall + 2¢.

Thus, it is enough to consider the case when x € FR(H). This case follows
easily since then the range of x is then finite dimensional where the weak and
norm topologies agree.

(i) == (iii) #H; is compact in the weak topology and hence z(H;) is
compact being the continuous image of a compact set.

(ili) = (iv) This implication is obvious.
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(iv) = (i) Let P, be a net of finite rank projections such that || P,{—£|| —
0 for all £ € H. Then P,z are finite rank and if | P,z — z|| /4 0 then there exists
e >0, and &, € H; such that ||z€, — Pax&s|| > €. By hypothesis we may pass
to a subnet and assume that z€, has a limit £ in the norm topology. We then
have

£ < lzga — Pawball < 1§ — Palll + (1 = Pa)(xéa — §)|
S Hg - Paf” + ”xfa - 5“ — 07

which gives a contradiction. ]

If any of the above equivalent conditions are satisfied we say that x is a
compact operator. We denote the space of compact operators by K(H).
Clearly IC(H) is a norm closed two sided ideal in B(H).

Exercise 2.3.2. Show that the map ¢ : L'(B(H)) — K(H)* given by v, (a) =
Tr(ax) implements a Banach space isomorphism between L*(B(#H)) and K(H)*.

2.4 Locally convex topologies on the space of
operators

Let H be a Hilbert space. On B(#H) we define the following locally convex
topologies:

e The weak operator topology (WOT) is defined by the family of semi-
norms T — |(T¢, )|, for &,n € H.

e The strong operator topology (SOT) is defined by the family of semi-
norms T — || T¢||, for € € H.

Note that the from coarsest to finest topologies we have
WOT < SOT < Uniform.

Also note that since an operator T is normal if and only if ||T¢|| = ||T*¢]|
for all £ € H, it follows that the adjoint is SOT continuous on the set of normal
operators.

Lemma 2.4.1. Let ¢ : B(H) — C be a linear functional, then the following are
equivalent:

(i) There exists &1,... &My i € H such that o(T) = Y1 (T&.n;),
for all T € B(H).

(i1) @ is WOT continuous.

(7i1) @ is SOT continuous.
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Proof. The implications (i) = (ii) and (ii) == (iii) are clear and so we will
only show (iii) = (i). Suppose @ is SOT continuous. Thus, the inverse image
of the open ball in C is open in the SOT and hence by considering the semi-
norms which define the topology we have that there exists a constant K > 0,
and &4, ...,&, € H such that

(TP < K (IT&|

i=1

If we then consider {®&! T¢; | T € B(H)} € H®", and let Hy be its closure, we
have that
By T& — o(T)

extends to a well defined, continuous linear functional on Hg and hence by the
Riesz representation theorem there exists 71,...,n, € H such that

n

o(T) =D (T, m),

i=1
for all T € B(H). [ |

Corollary 2.4.2. Let K C B(H) be a convex set, then the WOT, SOT, and
closures of K coincide.

Proof. By Lemma 2.4.1 the three topologies above give rise to the same dual
space, hence this follows from the the Hahn-Banach separation theorem. |

If H is a Hilbert space then the map id ® 1 : B(H) — B(H®/(?N) defined
by (id ® 1)(z) = = ® 1 need not be continuous in either of the locally con-
vex topologies defined above even though it is an isometric C*-homomorphism
with respect to the uniform topology. Thus, on B(H) we define the following
additional locally convex topologies:

e The o-weak operator topology (o-WOT) is defined by pulling back the
WOT of B(H®¢*N) under the map id ®1.

e The o-strong operator topology (o0-SOT) is defined by pulling back
the SOT of B(H®¢(?N) under the map id ®1.

Note that the o-weak operator topology can alternately be defined by the
family of semi-norms 7'+ |Tr(Ta)|, for a € L'(B(H)). Hence, under the
identification B(H) = L'(B(H))*, we have that the weak*-topology on B(H)
agrees with the o-WOT.

Lemma 2.4.3. Let ¢ : B(H) — C be a linear functional, then the following are
equivalent:

(i) There exists a trace class operator a € L*(B(H)) such that p(z) = Tr(za)
for all x € B(H)
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(7)) ¢ is o-WOT continuous.
(7i1) ¢ is 0-SOT continuous.

Proof. Again, we need only show the implication (iii) = (i), so suppose ¢ is
0-SOT continuous. Then by the Hahn-Banach theorem, considering B() as a
subspace of B(H ® ¢?N) through the map id ® 1, we may extend ¢ to a SOT
continuous linear functional on B(H ® ¢°N). Hence by Lemma 2.4.1 there exists
1oy My -y € HR2N such that for all x € B(H) we have

n

p(x) =Y ((id @ 1)(@)&,m)-

i=1

For each 1 < i < n we may define a;,b; € HS(H,/?N) as the operators
corresponding to &;, 7; in the Hilbert space isomorphism H ® 2N = HS(H, ¢°N).
By considering a = Y-, bfa; € L*(B(H)), it then follows that for all x € B(H)
we have

TI‘(JZCL) = Z(aix, bz>2
i=1

=Y ((d @ D)(@)é, m) = pla). .

i=1
By the Banach-Alaoglu theorem we obtain the following corollary.
Corollary 2.4.4. The unit ball in B(H) is compact in the o-WOT.
Corollary 2.4.5. The WOT and the o-WOT agree on bounded sets.

Proof. The identity map is clearly continuous from the o-WOT to the WOT.
Since both spaces are Hausdorff it follows that this is a homeomorphism from
the o-WOT compact unit ball in B(H). By scaling we therefore have that this
is a homeomorphism on any bounded set. |

Exercise 2.4.6. Show that the adjoint 7' — T is continuous in the WOT, and
when restricted to the space of normal operators is continuous in the SOT, but
is not continuous in the SOT on the space of all bounded operators.

Exercise 2.4.7. Show that operator composition is jointly continuous in the
SOT on bounded subsets.

Exercise 2.4.8. Show that the SOT agrees with the c-SOT on bounded subsets
of B(H).

Exercise 2.4.9. Show that pairing (x,a) = Tr(a*z) gives an identification
between K(H)* and (L*(B(H)), | - ||1)-
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2.5 Von Neumann algebras and the double com-
mutant theorem

A von Neumann algebra (over a Hilbert space H) is a x-subalgebra of B(H)
which contains 1 and is closed in the weak operator topology.

Note that since subalgebras are of course convex, it follows from Corol-
lary 2.4.2 that von Neumann algebras are also closed in the strong operator
topology.

If A C B(H) then we denote by W*(A) the von Neumann subalgebra which
is generated by A4, i.e., W*(A) is the smallest von Neumann subalgebra of B(H)
which contains A.

Lemma 2.5.1. Let A C B(H) be a von Neumann algebra. Then (A); is compact
in the WOT.

Proof. This follows directly from Corollary 2.4.4. |

Corollary 2.5.2. Let A C B(H) be a von Neumann algebra, then (A); and
As... are closed in the weak and strong operator topologies.

Proof. Since taking adjoints is continuous in the weak operator topology it fol-
lows that Ag,. is closed in the weak operator topology, and by the previous
result this is also the case for (A4);. [ |

If B C B(H), the commutant of B is
B' ={T € B(H)| TS = ST, for all S € B}.
We also use the notation B” = (B’)’ for the double commutant.

Theorem 2.5.3. Let A C B(H) be a self-adjoint set, then A’ is a von Neumann
algebra.

Proof. Tt is easy to see that A’ is a self-adjoint algebra containing 1. To see that
it is closed in the weak operator topology just notice that if z, € A’ is a net
such that x, — x € B(H) then for any a € A, and &, € H, we have

<[l’7a}§777> = <Ia§7’r]> - <x§7@*77>
= O}gﬂgmaafa n) —(za,a"n) = O}Eroloqu al§,n) = 0. u

Corollary 2.5.4. A self-adjoint mazimal abelian subalgebra A C B(H) is a von
Neumann algebra.

Proof. Since A is maximal abelian we have A = A'. [ |

Lemma 2.5.5. Suppose A C B(H) is a self-adjoint algebra containing 1. Then
forall§ € H, and x € A" there exists xo, € A such thatlim, o ||[(z—24)E]| = 0.
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Proof. Consider the closed subspace K = A¢ C H, and denote by p the projec-
tion onto this subspace. Since for all a € A we have akC C K, it follows that
ap = pap. But since A is self-adjoint it then also follows that for all a € A we
have pa = (a*p)* = (pa*p)* = pap = ap, and hence p € A'.

We therefore have that p = zp? = pap and hence z/C C K. Since 1 € A it
follows that & € K and hence also z¢ € AE. ]

Theorem 2.5.6 (Von Neumann’s double commutant theorem). Suppose A C
B(H) is a self-adjoint algebra containing 1. Then A” is equal to the weak oper-
ator topology closure of A.

Proof. By Theorem 2.5.3 we have that A” is closed in the weak operator topol-
ogy, and we clearly have A C A”, so we just need to show that A C A” is dense
in the weak operator topology. For this we use the previous lemma together
with a matrix trick.

Let &1,...,6n € H, © € A” and consider the subalgebra A of B(H™) =
M, (B(#)) consisting of diagonal matrices with constant diagonal coefficients
contained in A. Then the diagonal matrix whose diagonal entries are all x is
easily seen to be contained in A" hence the previous lemma applies and so there
exists a net a, € A such that lim, o || (2 — aq)&k|| = 0, for all 1 < k < n. This
shows that A C A” is dense in the strong operator topology. ]

We also have the following formulation which is easily seen to be equivalent.

Corollary 2.5.7. Let A C B(H) be a self-adjoint algebra. Then A is a von
Neumann algebra if and only if A= A".

Corollary 2.5.8. Let A C B(H) be a von Neumann algebra, x € A, and
consider the polar decomposition x = v|x|. Then v € A.

Proof. Note that ker(v) = ker(|z|), and if a € A’ then we have aker(|z|) C
ker(|z|). Also, we have

I(av — va)|z[g]| = [laz§ — zal]| =0,

for all £ € H. Hence av and va agree on ker(|z|) + R(|z]) = H, and so v € A" =
A. |

Proposition 2.5.9. Let (X, ) be a probability space. Consider the Hilbert space
L*(X, ), and the map M : L>°(X,u) — B(L*(X,p)) defined by (My€)(z) =
g(x)¢(z), for all € € L*(X,pn). Then M is an isometric x-isomorphism from
L*(X, ) onto a mazimal abelian von Neumann subalgebra of B(L?*(X, u)).

Proof. The fact that M is a *-isomorphism onto its image is clear. If g €
L>°(X, i) then by definition of ||g||c We can find a sequence FE,, of measurable
subsets of X such that 0 < p(E,), and |g|g, > ||g9llcc — 1/n, for all n € N. We
then have

M| = [ M1, 2/ 12,2 = llgllec — 1/n-

The inequality ||g|lcc < ||M,]| is also clear and hence M is isometric.
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To see that M(L>°(X, p1)) is maximal abelian let’s suppose T' € B(L?(X, p))
commutes with M for all f € L°°(X, ). We define f € L?(X,pu) by f = T(1x).
For each g, h € L*° (X, u), we have

| / fohdu| = |(MyT(1x), b)

=T (9), )| < ITlllgll=/IAll=-

Since L>=(X,u) C L*(X,p) is dense in || - ||2, it then follows from Hélder’s
inequality that f € L>(X, ), and T = Mjy. [ ]

Because of the previous result we will often identify L>° (X, u) with the sub-
algebra of B(L?(X, u)) as described above. This should not cause any confusion.

With minor modifications the previous result can be shown to hold for any
measure space (X, p) which is a disjoint union of probability spaces, e.g., if
(X, ) is o-finite, or if X is arbitrary and p is the counting measure.

Exercise 2.5.10. Let X be an uncountable set, B; the set of all subsets of X,
By C Bj the set consisting of all sets which are either countable or have count-
able complement, and p the counting measure on X. Show that the identity
map implements a unitary operator id : L?(X, By, u) — L?(X, Ba, ), and we
have L (X, By, 1) C L>®(X, B, )" = id L= (X, By, p) id™.

2.6 Kaplansky’s density theorem

Proposition 2.6.1. If f € C(C) then x — f(x) is continuous in the strong
operator topology on any bounded set of normal operators in B(H).

Proof. By the Stone-Weierstrass theorem we can approximate f uniformly well
by polynomials on any compact set. Since multiplication is jointly SOT contin-
uous on bounded sets, and since taking adjoints is SOT continuous on normal
operators, the result follows easily. |

Proposition 2.6.2 (The Cayley transform). The map z + (z —i)(x + i)~ !
is strong operator topology continuous from the set of self-adjoint operators in
B(H) into the unitary operators in B(H).

Proof. Suppose {xy}k is a net of self-adjoint operators such that x — x in the
SOT. By the spectral mapping theorem we have ||(zx +7)7!|| < 1 and hence for
all £ € H we have

Iz = i)z +4)71€ — (wr — ) (zx +9) 7€
= ll(wr + 1) 7 (2 + )z — 1) = (or — ) (@ +4)) (@ +0) 7|
= [2i(zx + )7 @ —ap) @+ )T < 2l(@ - ax)(@+ )T — 0. W

Corollary 2.6.3. If f € Cy(R) then x — f(x) is strong operator topology
continuous on the set of self-adjoint operators.
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Proof. Since f vanishes at infinity, we have that g(t) = f (z}—fﬁ

continuous function on T if we set g(1) = 0. By Proposition 2.6.1 x — g(z) is
then SOT continuous on the space of unitaries. If U(z) = Z7; is the Cayley
transform, then by Proposition 2.6.2 it follows that f = goU is SOT continuous

being the composition of two SOT continuous functions. ]

) defines a

Theorem 2.6.4 (Kaplansky’s density theorem). Let A C B(H) be a self-adjoint
subalgebra of B(H) and denote by B the strong operator topology closure of A.

(i) The strong operator topology closure of As.a. i Bs.a.-
(ii) The strong operator topology closure of (A)y is (B)1.

Proof. We may assume that A is a C*-algebra. If {z}}r C A is a net of ele-
ments which converge in the SOT to a self-adjoint element z, then since taking
adjoints is WOT continuous we have that @ — z in the WOT. But A,
is convex and so the WOT and SOT closures coincide, showing (a). Moreover,
if {yrp}tr C As.a. such that yr — x in the SOT then by considering a function
f € Co(R) such that f(¢t) =t for [t| < ||lz||, and |f(¢¥)| < ||z||, for ¢ € R, we
have ||f(yx)|| < ||z, for all k and f(yx) — f(z) in the SOT by Corollary 2.6.3.
Hence (A); N Ag . is SOT dense in (B)1 N By.a..

Note that My(A) is SOT dense in My(B) C B(H@®H). Therefore if z € (B);
0 =z

then Z = ( & 0
a net of operators Z,, € (Ma(A)); such that &, — Z in the SOT. Writing

Ty = ( CCZ" Z” we then have that ||b,|| <1 and b, — « in the SOT. |
n n

€ (M3(B)); is self-adjoint. Hence from above there exists

Corollary 2.6.5. A self-adjoint unital subalgebra A C B(H) is a von Neumann
algebra if and only if (A)y is closed in the SOT.

Corollary 2.6.6. A self-adjoint unital subalgebra A C B(H) is a von Neumann
algebra if and only if A is closed in the o-WOT.

2.6.1 Preduals

Proposition 2.6.7. Let A C B(H) be a von Neumann algebra, and let A, C A*
be the subspace of o-WOT continuous linear functionals, then (As)* = A and
under this identification the weak*-topology on A agrees with the o-WOT.

Proof. By the Hahn-Banach Theorem, and Lemma 2.4.3 we can identify A,
with L*(B(#H))/A.L, where A is the pre-annihilator

Al ={z e LYB(H)) | Tr(ax) = 0, for all a € A}.

From the general theory of Banach spaces it follows that (L'(B(H))/AL)* is
canonically isomorphic to the weak* closure of A, which is equal to A by Corol-
lary 2.6.6. The fact that the weak*-topology on A agrees with the o-WOT is
then obvious. |
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If AC B(H) and B C B(K) are von Neumann algebras, then a linear map
® : A — B is said to be normal if it is continuous from the o-WOT of A to
the o-WOT of B.

Exercise 2.6.8. Suppose A C B(H) and B C B(K) are von Neumann algebras,
and ® : A — Bis a bounded linear map. Show that ® is normal if and only if the
dual map ®* : B* — A* given by ®*(¢)(a) = ¥(®(a)) satisfies ®*(B,) C A..

2.7 Borel functional calculus

If T € M,(C) is a normal matrix, then there are different perspectives one
can take when describing the spectral theorem for 7. The first, a basis free
approach, is to consider the eigenvalues o(7T) for T, and to each eigenvalue A
associate to it the projection F(\) onto the corresponding eigenspace. Since T'
is normal we have that the E(A)’s are pairwise orthogonal and we have

T= Y AE().

Xeo(T)

The second approach is to use that since T is normal, it is diagonalizable.
We therefore could find a unitary matrix U such that UTU* is a diagonal matrix
with diagonal entries );. If we denote by F;; the elementary matrix with a 1
in the (7,7) position and 0 elsewhere, then we have

n
T = U*(Z NE; )U.
i=1
For bounded normal operators there are two similar approaches to the spec-
tral theorem. The first approach is to find a substitute for the projections E(\)
and this leads naturally to the notion of a spectral measure. For the second
approach, this naturally leads to the interpretation of diagonal matrices cor-
responding to multiplication by essentially bounded functions on a probability
space.

Lemma 2.7.1. Let x, € B(H) be an increasing net of positive operators such
that sup,, ||za|| < oo, then there exists a bounded operator x € B(H) such that
Ty — X in the SOT.

Proof. We may define a quadratic form on H by & — lim, [|\/Za€||?. Since
sup, ||za]| < oo we have that this quadratic form is bounded and hence there
exists a bounded positive operator € B(#) such that | \/z£||* = lim, [|/Za&]|?,
for all ¢ € H. Note that z, < x for all a, and sup, ||(z — 4)"/?|| < co. Thus
for each & € H we have

@ = 2l < = 2a) V220 — 2a) V212
= [z — za) IP(IVEEI? ~ | VEaE]?) = 0.

Hence, o, — x in the SOT. |
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Corollary 2.7.2. Let A C B(H) be a von Neumann algebra. If {p,},cr C A
is a collection of pairwise orthogonal projections then p = 3, _;p, € A is well
defined as a SOT limit of finite sums.

2.7.1 Spectral measures

Let K be a compact Hausdorff space and let H be a Hilbert space. A spectral
measure F on K relative to H is a mapping from the Borel subsets of K to
the set of projections in B(H) such that

(1) E0)=0,E(K)=1.
(1) E(ByN By) = E(B1)E(B3) for all Borel sets By and Bs.
(#i7) For all £, € H the function
B Ee,(B) = (E(B)E, )
is a finite Radon measure on K.

Example 2.7.3. If K is a compact Hausdorff space and u is a o-finite Radon
measure on K, then the map F(B) = 1g € L>(K,u) C B(L*(K, i) defines a
spectral measure on K relative to L?(K, ).

We denote by B (K) the space of all bounded Borel functions on K. This
is clearly a C*-algebra with the sup norm.
For each f € Boo(K) it follows that the map

(€m) / fdEe,,

gives a continuous sesqui-linear form on H and hence it follows that there exists
a bounded operator T such that (T¢,n) = [ fdEg,. We denote this operator
T by [ fdE so that we have the formula (([ fdE)¢,n) = [ fdEe,, for each
§&mneH.

Theorem 2.7.4. Let K be a compact Hausdorff space, let H be a Hilbert space,
and suppose that E is a spectral measure on K relative to H. Then the associ-
ation

f+—>/de

defines a continuous x-homomorphism from B (K) to B(H). Moreover, the
image of Boo(K) is contained in the von Neumann algebra generated by the
image of C(K), and if f,, € Bso(K) is an increasing sequence of non-negative
functions such that f = sup,, f, € B, then [ f,dE — [ fdE in the SOT.

Proof. 1t is easy to see that this map defines a linear contraction which preserves
the adjoint operation. If A, B C K are Borel subsets, and &, € H, then
denoting x = [14dE, y = [1pdFE, and z = [ 14npdE we have

(zy€,m) = (E(A)y&, n) = (E(B)S, E(A)n)
= (BE(BNA)S,m) = (z€,m).
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Hence zy = z, and by linearity we have that ([ fdE)([gdE) = [ fgdFE for
all simple functions f,g € B (K). Since every function in B (K) can be
approximated uniformly by simple functions this shows that this is indeed a
*-homomorphism.

To see that the image of By, (K) is contained in the von Neumann algebra

generated by the image of C'(K), note that if @ commutes with all operators of
the form [ fdE for f € C(K) then for all £,n € H we have

0= (ol [ 1aE) - ([ s = [ fdEean~ [ B,

Thus F¢ g+ = Eqa¢,y and hence we have that a also commutes with operators
of the form [ gdFE for any g € Bo(K). Therefore by Theorem 2.5.6 [ gdE is
contained in the von Neumann algebra generated by the image of C(K).

Now suppose f, € Boo(K) is an increasing sequence of non-negative func-
tions such that f = sup,, fn € Boo(K). For each £, n € H we have

/fn dEgm — /degm,

hence [ f, dE converges in the WOT to [ fdE. However, since [ f, dE is an
increasing sequence of bounded operators with || [ f,, dE|| < || f||cc, Lemma 2.7.1
shows that [ f,, dE converges in the SOT to some operator z € B(H) and we
must then have z = [ fdE. [ |

The previous theorem shows, in particular, that if A is a unital abelian C*-
algebra, and E is a spectral measure on o(A) relative to H, then we obtain a
unital *-representation 7 : A — B(#) by the formula

(z) = / I(2)dE.

We next show that in fact every unital x-representation arises in this way.

Theorem 2.7.5. Let A be a unital abelian C*-algebra, H a Hilbert space and
m: A — B(H) a unital x-representation. Then there is a unique spectral measure
E on o(A) relative to H such that for all x € A we have

r(z) = / I(z)dE.
Proof. For each &, € H we have that f — (m(T=1(f))¢,n) defines a bounded

linear functional on o(A) and hence by the Riesz representation therorem there
exists a Radon measure E¢ , such that for all f € C(c(A)) we have

(e (T (f)E ) = / fdEe.

Since the Gelfand transform is a *-homomorphism we verify easily that fdE¢ , =
dEr(r=1(s))en = B¢ no-1 -
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Thus for each Borel set B C o(A) we can consider the sesquilinear form

(&) = [1pdEe,. We have | [ fdEey| < [[flll€lllnll, for all f € C(o(A))
and hence this sesquilinear form is bounded and there exists a bounded operator

E(B) such that (E(B)¢,n) = [1pdEe,, for all {,n € H. For all f € C(c(A))

we have

BB = [ 18 oy, = [ 1nfdEes.

Thus it follows that F(B)* = E(B), and E(B')E(B) = E(B’' N B), for any
Borel set B’ C 0(A). In particular, E(B) is a projection and E gives a spectral
measure on o(A) relative to H. The fact that for z € A we have w(x) =
J T(z)dE follows easily from the way we constructed E. [ |

If H is a Hilbert space and « € B(H) is a normal operator, then by applying
the previous theorem to the C*-subalgebra A generated by x and 1, and using
the identification o(A) = o(x) we obtain a homomorphism from By (o(z)) to
B(H) and hence for f € By (o(z)) we may define

flx) = / JdE.
Note that it is straight forward to check that considering the function f(z) = z

we have
x = /sz(z)

We now summarize some of the properties of this functional calculus which
follow easily from the previous results.

Theorem 2.7.6 (Borel functional calculus). Let A C B(H) be a von Neumann
algebra and suppose x € A is a mormal operator, then the Borel functional
calculus defined by f — f(z) satisfies the following properties:

(1) f— f(z) is a continuous unital x-homomorphism from B (o(x)) into A.
(i2) If | € Boo(0(2)) then o(f(x)) C f(a(2)).
(@i1) If f € C(o(z)) then f(x) agrees with the definition given by continuous
functional calculus.

Corollary 2.7.7. Let A C B(H) be a von Neumann algebra, then A is the
uniform closure of the span of its projections.

Proof. By decomposing an operator into its real and imaginary parts it is enough
to check this for self-adjoint operators in the unit ball, and this follows from the
previous theorem by approximating the function f(t) = ¢ uniformly by simple
functions on [—1,1]. |

Corollary 2.7.8. Let A C B(H) be a von Neumann algebra, then the unitary
group U(A) is path connected in the uniform topology.
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Proof. If u € U(A) is a unitary and we consider a branch of the log function
f(2) = log z, then from Borel functional calculus we have u = €' where z =
—i f(u) is self-adjoint. We then have that u; = €2 is a uniform norm continuous
path of unitaries such that ug = 1 and u; = u. |

Corollary 2.7.9. If H is an infinite dimensional separable Hilbert space, then
IC(H) is the unique non-zero proper norm closed two sided ideal in B(H).

Proof. If I C B(H) is a norm closed two sided ideal and x € I'\ {0}, then for any
¢ € R(z*x), ||€]| = 1 we can consider y = (£ ® &)x*z(£ ® £) € I which is a rank
one self-adjoint operator with R(y) = C¢. Thus y is a multiple of (€ ® £) and
hence (£®&) € I. For any ¢,n € H, we then have (@7 = ((®R&)(ERE)(E@7) € 1
and hence I contains all finite rank operators. Since I is closed we then have
that KC(H) C I.

If 2 € I is not compact then for some € > 0 we have that dim (1. o) (z*z)H) =
oo. If we let u € B(H) be an isometry from H onto 1} .)(2*z)H, then we have
that o(u*z*2zu) C [e,00). Hence, u*z*zu € I is invertible which shows that

I=B(H). n

Exercise 2.7.10. Suppose that K is a compact Hausdorff space and F is a
spectral measure for K relative to a Hilbert space H, show that if f € By, (K),
and we have a decomposition of K into a countable union of pairwise disjoint
Borel sets K = U, enB,, then we have that

/ fdE=>"[ fdE,
neN Bn

where the convergence of the sum is in the weak operator topology.

2.8 Abelian von Neumann algebras

Let A C B(H) be a von Neumann algebra, and suppose £ € H is a non-zero
vector. Then ¢ is said to be cyclic for A if A€ is dense in ‘H. We say that £ is
separating for A if € # 0, for all z € A, x # 0.

Proposition 2.8.1. Let A C B(H) be a von Neumann algebra, then a non-zero
vector £ € H is cyclic for A if and only if € is separating for A’.

Proof. Suppose ¢ is cyclic for A, and x € A’ such that 2§ = 0. Then zaf =
axf = 0 for all @ € A, and since A€ is dense in H it follows that xn = 0 for all
n € H. Conversely, if A is not dense, then the orthogonal projection p onto its
complement is a nonzero operator in A’ such that p§ = 0. |

Corollary 2.8.2. If A C B(H) is an abelian von Neumann algebra and £ € H
is cyclic, then & is also separating.

Proof. Since £ being separating passes to von Neumann subalgebras and A C A’
this follows. [}
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Infinite dimensional von Neumann algebras are never separable in the norm
topology. For this reason we will say that a von Neumann algebra A is sepa-
rable if A is separable in the SOT. Equivalently, A is separable if its predual
A, is separable.

Proposition 2.8.3. Let A C B(H) be a separable von Neumann algebra. Then
there exists a separating vector for A.

Proof. Since A is separable, it follows that there exists a countable collection of
vectors {&;tr C H such that &, = 0 for all k£ only if z = 0. Also, since A is
separable we have that Ho = Sp(A{&x }x) is also separable. Thus, restricting A
to Ho we may assume that H is separable.

By Zorn’s lemma we can find a maximal family of non-zero unit vectors
{€a}a such that A¢, L As, for all & # B. Since H is separable this family
must be countable and so we may enumerate it {£,},, and by maximality we
have that {A&,}, is dense in H.

If we denote by p,, the orthogonal projection onto the closure of A&, then we
have that p, € A’, hence, setting & =" 2%5 if x € A such that € = 0, then
for every n € N we have 0 = 2"p,z€ = 2"ap,€ = 2§, and so x = 0 showing
that £ is a separating vector for A. |

Corollary 2.8.4. Suppose H is separable, if A C B(H) is a mazimal abelian
self-adjoint subalgebra (masa), then there exists a cyclic vector for A.

Proof. By Propostion 2.8.3 there exists a non-zero vector £ € H which is sepa-
rating for A, and hence by Proposition 2.8.1 is cyclic for A’ = A. ]

The converse of the previous corollary also holds (without the separability
hypothesis), which follows from Proposition 2.5.9, together with the following
theorem.

Theorem 2.8.5. Let A C B(H) be an abelian von Neumann algebra and sup-
pose & € H is a cyclic vector. Then for any SOT dense C*-subalgebra Ay C A
there exists a Radon probability measure p on K = o(Ag) with supp(u) = K,
and an unitary U : L*(K, u) — H such that U*AU = L> (K, p) C B(L*(X, n)).

Proof. Fix a SOT dense C*-algebra Ay C A, then by the Riesz representa-
tion theorem we obtain a finite Radon measure p on K = o(Ag) such that
(L(f)€,&) = [ fdu for all f € C(K). Since the Gelfand transform takes posi-
tive operator to positive functions we see that p is a probability measure.

We define a map Uy : C(K) — H by f — [(f)&, and note that ||Ug(f)||* =
(T(fNE € = [ ffdu = ||f|2- Hence Uy extends to an isometry U : L*(K, u) —
H. Since £ is cyclic we have that Ag¢ C U(L?(K, p)) is dense and hence U is
a unitary. If the support of p were not K then there would exist a non-zero
continuous function f € C(K) such that 0 = [ |f?|dp = ||[T(f)&||?, but since by
Corollary 2.8.2 we know that £ is separating and hence this cannot happen.

If f e C(K) C B(L*(K,u)), and g € C(K) C L*(K, p) then we have

UT(f)Ug = UT(/)T(9)§ = fg = Myg.
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Since C(K) is || - ||2-dense in L?*(K, ) it then follows that U*I'(f)U = My, for
all f € C(K) and thus U*AoU C L*°(K,u). Since Ay is SOT dense in A we
then have that U* AU C L*° (K, ). But since x — U*zU is WOT continuous
and (A); is compact in the WOT it follows that U*(A) U = (L*°(K, u)); and
hence U*AU = L*(K, ). ]

In general, if A C B(H) is an abelian von Neumann algebra and £ € H is a
non-zero vector, then we can consider the projection p onto the K = A¢. We
then have p € A’, and Ap C B(H) is an abelian von Neumann for which £ is
a cyclic vector, thus by the previous result Ap is *-isomorphic to L (X, u) for
some probability space (X, ). An application of Zorn’s Lemma can then be
used to show that A is x-isomorphic to L (Y, v) were (Y,v) is a measure space
which is a disjoint union of probability spaces. In the case when A is separable
an even more concrete classification will be given below.

Theorem 2.8.6. Let A C B(H) be a separable abelian von Neumann algebra,
then there exists a separable compact Hausdorff space K with a Radon probability
measure p on K such that A and L™ (K, p) are x-isomorphic.

Proof. By Proposition 2.8.3 there exists a non-zero vector £ € ‘H which is sepa-
rating for A. Thus if we consider K = A€ we have that restricting each operator
x € A to K is a C*-algebra isomorphism and £ € K is then cyclic. Thus, the
result follows from Theorem 2.8.5. |

If © € B(H) is normal such that A = W*(z) is separable (e.g., if H is
separable), then we may let Ay be the C*-algebra generated by z. We then
obtain the following alternate version of the spectral theorem.

Corollary 2.8.7. Let A C B(H) be a von Neumann algebra. If x € A is normal
such that W*(z) is separable, then there exists a Radon probability measure p on
o(x) and a x-homomorphism [ — f(x) from L*°(o(x),un) into A which agrees
with Borel functional calculus. Moreover, we have that o(f(x)) is the essential
range of f.

Note that W*(z) need not be separable in general. For example, £°(]0, 1]) C
B(¢2([0,1])) is generated by the multiplication operator corresponding to the
function ¢ > t.

Lemma 2.8.8. Let A C B(H) be a separable abelian von Neumann algebra,
then there exists a self-adjoint operator x € A such that A = {z}".

Proof. Since A is separable we have that A is countably generated as a von
Neumann algebra. Indeed, just take a countable family in A which is dense in
the SOT. By functional calculus we can approximate any self-adjoint element
by a linear combination of projections and thus A is generated by a countable
collection of projections {pg}32 .

Define a sequence of self adjoint elements z,, = >, _, 4= Fp,, and let z =
> rneo4 "pr. We denote by Ay = {z}”. Define a continuous function f :
[-1,2] — R such that f(t) = 1if¢t € [1 — 3,14 %] and f(t) = 0if ¢ < 1,
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then we have that f(x,) = po for every n and hence by continuity of continuous
functional calculus we have pg = f(z) € Ag. The same argument shows that
p1 = f(4(x — po)) € Ap and by induction it follows easily that p, € A for all
k >0, thus Ag = A. |

Theorem 2.8.9. Let A C B(H) be a separable abelian von Neumann alge-
bra, then there is a countable (possibly empty) set K such that either A is
x-isomorphic to {°K, or else A is x-isomorphic to L*>([0,1],\) ® {*K where
A is Lebesgue measure.

Proof. Since A is separable we have from Lemma 2.8.8 that as a von Neumann
algebra A is generated by a single self-adjoint element x € A.

We define K = {a € o(z) | 1{q(x) # 0}. Since the projections correspond-
ing to elements in K are pairwise orthogonal it follows that K is countable.
Further, if we denote by px = ), cx 1{a} then we have that Aprx = (K.
Thus, all that remains is to show that if (1 — px) # 0 then (1 — pg)A =
{1~ pro)a = L2((0,1], ).

Set xg = (1 — px)xr # 0. By our definition of K above we have that
o(xg) has no isolated points. Thus, we can inductively define a sequence of
partitions {A7}2", of o(z0) such that AP = A" U A and A7 has non-
empty interior, for all n > 0, 1 < k < 2". If we then consider the elements
Yn = > pey 2o la, (z0) then we have that y, — y where 0 <y < 1, {2}’ = {y}"
and every dyadic rational is contained in the spectrum of y (since the space of
invertible operators is open in the norm topology), hence o(y) = [0, 1].

By Theorem 2.8.6 it then follows that {xo}" = {y}"" = L*>([0, 1], ) for some
Radon measure p on [0, 1] which has full support and no atoms. If we define the
function 6 : [0,1] — [0,1] by 8(¢) = u([0,¢]) then 6 gives a continuous bijection
of [0, 1], and we have 6, = A, since both are Radon probability measures such
that for intervals [a, b] we have 0,4 ([a,b]) = u([0~1(a),07(b)]) = A([a,b]). The
map 0* : L>=([0,1],\) — L>([0,1], u) given by 0*(f) = f o6~ ! is then easily
seen to be a x-isomorphism. |



40

CHAPTER 2. BOUNDED LINEAR OPERATORS



Chapter 3

Unbounded operators

3.1 Definitions and examples

Let H, and K Hilbert spaces. An linear operator T : H — K consists of a
linear subspace D(T) C H together with a linear map from D(T') to K (which
will also be denoted by T). A linear operator T' : H — K is bounded if there
exists K > 0 such that [|T¢]| < K||¢]| for all € € D(T).

The graph of T is the subspace

G ={caTE¢|EeHCHODK,

T is said to be closed if its graph G(T) is a closed subspace of H & K, and T
is said to be closable if there exists an unbounded closed operator S : H — K
such that G(T) = G(S). If T is closable we denote the operator S by T and
call it the closure of T. A linear operator T is densely defined if D(T) is a
dense subspace. We denote by C(H, ) the set of closed, densely defined linear
operators from H to K, and we also write C(H) for C(H,H). Note that we may
consider B(H,K) C C(H,K).

IfT,S :H — K are two linear operators, then we say that S is an extension
of T and write S C T'if D(S) C D(T) and T|p(s) = S. Also, if T': H — K, and
S : IC — L are linear operators, then the composition ST : H — L is the linear
operator with domain

D(ST) = {£ € D(T) | T¢ € D(S)},

defined by (ST)(&) = S(T(€)), for all £ € D(ST). We may similarly define
addition of linear operators as

D(S+T)=D(S)nD(T),

and (S+T) = SE4+TE, for all £ € D(S+T). Even if S and T are both
densely defined this need not be the case for ST or S + T. Both composition
and addition are associative operations, and we still have the right distributive

41
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property (R+ S)T = (RT) + (ST), although note that in general we only have
T(R+S)3 (TR)+ (TS).

If S € C(H), and T € B(H) then ST is still closed, although it may not be
densely defined. Similarly, T'S will be densely defined, although it may not be
closed. If T also has a bounded inverse, then both ST and T'S will be closed
and densely defined.

If T: H — K is a densely defined linear operator, and n € K such that the
linear functional £ — (T¢,n) is bounded on D(T'), then by the Riesz represen-
tation theorem there exists a unique vector T*n € H such that for all £ € D(T))
we have

(T&,m) = (£, T"n).

We denote by D(T™*) the linear subspace of all vectors 7 such that £ — (T'€,n)
is bounded, and we define the linear operator n — T™7 to be the adjoint of T
Note that T™ is only defined for operators T" which are densely defined.

A densely defined operator T : H — H is symmetric if T C T*, and is
self-adjoint if "= T™.

Example 3.1.1. Let A = (a;;) € Mn(C) be a matrix, for each n € N we
consider the finite rank operator T,, = Zi’j<n a; j0; ®57~, so that we may think
of T,, as changing the entries of A to 0 whenever i > n, or j > n.

We set D = {¢ € 2N | lim,,_,o T, exists.}, and we define Ty : D — ¢°N
by Tx& = lim, o TH€.

Suppose now that for each j € N we have {a;;}; € ¢?N. Then we have
CN C D and so Ty4 is densely defined. If n € D(T%) then it is easy to see
that if we denote by P,, the projection onto the span of {d;}i<n, then we have
P, =Tn, hence n € D(T4+) where A* is the Hermitian transpose of the matrix
A. Conversely, it is also easy to see that D(T'4+) C D(T%), and so T% = Ta~.

In particular, if {a; ;}; € €N, for every j € N, and if {a; ;}; € (*N, for every
i € N, then T4 € C(¢2N).

Example 3.1.2. Let (X, u) be a o-finite measure space and f € M(X,pu) a
measurable function. We define the linear operator My : L?(X, u) — L*(X, u)
by setting D(My) = {g € L*(X,p) | fg € L*(X,pn)}, and My(g) = fg for
g € D(My). It’s easy to see that each My is a closed operator, and that
f > My preserves the %-algebraic structure of M (X, p).

Example 3.1.3. Let D C L?[0,1] denote the space of absolutely continuous
functions f : [0,1] — C, such that f(0) = f(1) = 0, and f’ € L?(0,1). It’s
not hard to check that D is dense in L?[0, 1], and we may consider the densely
defined operator T : L*(0,1) — L?(0,1) with domain D, given by T'(f) = if’.

If g € D(T*), and h = T*g, then set H(z) = [ h(t)dt, and note that
H() = fol R(t)dt = (1,T*g) = (T'(1),g) = 0 = H(0). For every f € D,
integration by parts gives

z'/olf’gz<Tf,g>=<f,h>:/01fH/=—/01f’H.
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Thus, (f',H —ig) =0 for all f € D, so that H —ig € {f' | f € D}*+ = {1}*++,
and so H — ig is a constant function. In particular, we see that g is absolutely
continuous, and ¢’ = ih € L?[0,1]. Conversely, if g : [0,1] — C is absolutely
continuous and g’ € L?[0, 1] then it is equally easy to see that g € D(T*), and
T g =1g'.

In particular, this shows that 7T is symmetric, but not self-adjoint, and the
same argument shows that 7%* = T (We’ll see in Proposition 3.1.6 below that
this implies that T is closed). If we consider instead the space D consisting of
all absolutely continuous functions f : [0,1] — C, such that f(0) = f(1), and if
we define S : D — L?[0,1] by S(f) = if’, then a similar argument shows that
S is self-adjoint. Thus, we have the following sequence of extensions:

T =TCS=5CT"

Lemma 3.1.4. Let T : H — K be a densely defined operator, and denote by
J:HBEK = K®H the isometry defined by J(E B n) = —ndE. Then we have
G(T*) = J(G(T))".

Proof. 1f n,¢ € K, the n® ¢ € J(G(T))* if and only if for all ¢ € D(T) we have

Which, since H = D(T), is also if and only if n € D(T™*) and ¢ = T*n. |

Corollary 3.1.5. For any densely defined operator T : H — IC, the operator
T* is closed. In particular, self-adjoint operators are closed, and symmetric
operators are closable.

Proposition 3.1.6. A densely defined operator T' : H — K is closable if and
only if T* is densely defined, and if this is the case then we have T = (T*)*.

Proof. Suppose first that T* is densely defined. Then by Lemma 3.1.4 we have
GUT™)") = =T (J(G(T) )" = (G(T)") =G(T),

hence T is closable and (T%)* = T.
Conversely, if T is closable then take ¢ € D(T*)*.
For all n € D(T*) we have

and hence 0 ® ¢ € (—=J*G(T*))t = G(T). Since T is closable we then have
¢=0. n

We leave the proof of the following lemma to the reader.

Lemma 3.1.7. Suppose T : H — K, and R,S : K — L are densely defined
operators such that ST (resp. R+S) is also densely defined, then T*S* C (ST)*
(resp. R* +S* C (R+5)*).
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3.1.1 The spectrum of a linear operator

Let T : H — K be an injective linear operator. The inverse of T is the linear
operator T~! : K — H with domain D(T~!) = R(T), such that T=Y(T¢) = &,
for all £ € D(T71).

The resolvent set of an operator T : H — H is

p(T) = {X € C| T — X is injective and (T — A)~' € B(H)}.

The spectrum of T is o(T') = C\ p(T).

IfoceUHOK)isgiven by (B n) =n@ & and if T : H — K is injective
then we have that G(T~!) = o(G(T)). Hence, if T : H — H is not closed then
o(T) = C. Also, note that if T € C(#H) then by the closed graph theorem shows
that A € p(T) if and only if T — X gives a bijection between D(T') and H.

Lemma 3.1.8. Let T € C(H,K) be injective with dense range, then (T*)~! =
(T~=YHY*. In particular, for T € C(H) we have o(T*) = o(T).

Proof. If we consider the unitary operators J, and ¢ from above then we have

G((T*)™) = o(G(T™)) = 0 J(G(T))*
= J(0G(T))" = J(G(T™)*" =G((T71)"). u

Lemma 3.1.9. If T € C(H), then o(T') is a closed subset of C.

Proof. We will show that p(T') is open by showing that whenever A € p(T') with
o — Al < [[(T = A)7Y| 7L, then o € p(T). Thus, suppose A € p(T) and « € C
such that A — a| < |[(T — A\)7!||7%. Then for all £ € D(T) we have

I = (T = 07T = a)éll = (T = N~ o = Mgl < JIg]l-

Hence, by Lemma 1.1.3, Sy = (T'— A)"1(T — «), is bounded and its closure
S € B(H) has a bounded inverse. We then have S™Y(T — \)"YT — )¢ = €,
for all £ € D(T), so that (T — «) is injective and S™(T — \)~! I (T — a)~L.
Note that So(D(T)) = D(T) and hence we also have S(D(T)) = D(T). Thus,
R(S™HT — N1 = D(T) = R((T — a)"'(H)), since both maps are injective
we then have (T'— o)™t = S™HT — \)~! € B(H). [ ]

Note that an unbounded operator may have empty spectrum. Indeed, if
S € B(H) has a densely defined inverse, then for each A € o(S~1)\ {0} we have
(S=A"HAA=9)"1S 1 =5(A-S"1H(A-9)"1S~1 =id. Hence o(S~1)\{0} C
(0(S)\ {0})~L. Thus, it is enough to find a bounded operator S € B(H) such
that S is injective but not surjective, and has dense range o(S) = {0}. For

example, the compact operator S € B({?Z) given by (S6,) = Opy1 1s

1
In|+1
injective with dense range, but is not surjective, and [S?"| < 1/n!, so that
r(S) = 0 and hence o(S) = {0}.
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3.1.2 Quadratic forms

A quadratic form ¢ : H — C on a Hilbert space H consists of a linear subspace
D(q) C H, together with a sesquilinear form ¢ : D(q) x D(q) — C. We say
that ¢ is densely defined if D(q) is dense. If £ € D(q) then we write g(§) for
q(&, €); note that we have the polarization identity (&, 7) = + 22:0 ikq(E+i*n),
and in general, a function ¢ : D — H defines a sesquilinear from through
the polarization identity if and only if it satisfies the parallelogram identity
q(&+ 1)+ q(€ —n) = 2q(€) + 2q(n) for all £, € D(q). A quadratic form q is
non-negative definite if ¢(£) > 0 for all £ € H.

If ¢ is a non-negative definite quadratic form and we denote by #, the
separation and completion of D(q) with respect to ¢, then we may consider the
identity map I : D(q) — H4, and note that for £, € D(q) we have (§,n), ==
(&,m)+q(&,n) coincides with the inner-product coming from the graph of I. The
quadratic form ¢ is closed if I is closed, i.e., (D(g),(:,-)q) is complete. We’ll
say that ¢ is closable if I is closable, and in this case we denote by g the closed
quadratic form given by D(q) = D(I), and q(¢,n) = (I, In).

Theorem 3.1.10. Let ¢ : H — [0,00) be a non-negative definite quadratic form,
then the following conditions are equivalent:

(i) q is closed.

(it) There exists a Hilbert space KC, and a closed linear operator T : H — K
with D(T) = D(q) such that q(&,n) = (T€,Tn) for all £,m € D(T).

(iii) q is lower semi-continuous, i.e., for any sequence &, € D(q), such that
& — & and liminf, o, ¢(&,) < oo, we have & € D(q) and g(§) <
liminf, ~ q(&)-

Proof. The implication (i) = (ii) follows from the discussion preceding the
theorem. For (ii) = (iii) suppose that T : H — K is a closed linear operator
such that D(T') = D(q), and ¢(&,n) = (T€,Tn) for all{,n € D(T). If &, € D(T)
is a sequence such that &, — & € H, and K = liminf, o [|T¢,]? < oo,
then by taking a subsequence we may assume that K = lim,, . ||T¢,[|?, and
T¢, — n weakly for some n € H. Taking convex combinations we may then
find a sequence &/, such that &, — & € H, T¢, — n strongly, and ||n| =
lim,, 00 || T, ]|? < K. Since T is closed we then have £ € D(T), and T¢ = 1, so
that ||T¢]]? < K.

We show (ili) == (i) by contraposition, so suppose that H, is the separation
and completion of D(q) with respect to ¢, and that I : D(g) — H, is not closed.
If T were closable, then there would exist a sequence &, € D(q) such that
& — n € H, and I(&,) is Cauchy, but n € D(q). However, if I(&,) is Cauchy
then in particular we have that ¢(&,) is bounded, hence this sequence would
show that (iii) does not hold.

Thus, we may assume that I is not closable, so that there exists a sequence
&, € D(q) such that ||&,|| — 0, and I(§,) — n # 0. Since, D(q) is dense in H,,
there exists 19 € D(q) such that q(no—n) < g(no). We then have that 99— &, —
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1o € H, and by the triangle inequality, lim, . ¢(n0 — &n) = ¢(no — 1) < q(no).
Thus, the sequence 1y — &, shows that (iii) does not hold in this case also. W

Corollary 3.1.11. Let g, : H — [0,00) be a sequence of closed non-negative
definite quadratic forms, and assume that this sequence is increasing, i.e., g, (&)
is an increasing sequence for all §& € NpenD(qn). Then there exists a closed
quadratic form q : H — [0, 00) with domain

D(q) =A{€ € NnenD(gn) | lim g,(€) < oo}

such that (&) = lim, o0 ¢n(§), for all € € D(q).

Proof. 1f we define ¢ as above then note that since each g, satisfies the parallelo-
gram identity then so does ¢, and hence ¢ has a unique sesquilinear extension on
D(gq). That q is closed follows easily from condition (iii) of Theorem 3.1.10. W

3.2 Symmetric operators and extensions

Lemma 3.2.1. Let T : H — H be a densely defined operator, then T is sym-
metric if and only if (T€,&) € R, for all £ € D(T).

Proof. If T is symmetric then for all £ € D(T) we have (T¢,&) = (£,T¢€) =
(T¢,€). Conversely, if (T, &) = (¢,T¢) for all £ € D(T'), then the polarization
identity shows that D(T) C D(T*) and T*¢ = T¢ for all £ € D(T). |

Proposition 3.2.2. Let T € C(H) be a symmetric operator, then for all A € C
with S\ # 0, we have ker(T — X) = {0}, and R(T — A) is closed.

Proof. Fix o, f € R with 8 # 0, and set A = a« + 8. For £ € D(T) we have

1T = NI = (T = a)gl|* + 1 B€]1* = 2Re(((T — a)€, if€))
= (T = )&l + 115¢]1* = B2Ig]I*. (3.1)

Thus, ker(T — X\) = {0}, and if &, € D(T) such that (T — \)&, is Cauchy, then
so is &,, and hence &, — n for some ) € H. Since T is closed we have n € D(T)
and (T — A)n = limy, 00 (T — A)&,,. Hence, R(T — \) is closed. ]

Lemma 3.2.3. Let K1,Ks C H be two closed subspaces such that i N IC2l =
{0}, then dim Ky < dim K.

Proof. Let P; be the orthogonal projection onto K;. Then by hypothesis we
have that P; is injective when viewed as an operator from K; to K, hence if
we let v be the partial isometry in the polar decomposition of Pk, then v is
an isometry and so dim K; < dim /Cs. |

Theorem 3.2.4. If T € C(H) is symmetric, then dimker(T* — X) is a constant
function for SA > 0, and for A < 0.
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Proof. Note that the result will follow easily if we show that for all A\, & € C such
that |« —A| < |S)|/2, then we have dim ker(T* — \) = dim ker(T* —«). And this
in turn follows easily if we show that for all A\, € C such that |a — A\| < [SA]
then we have dimker(7* — a) < dimker(T™* — «).

Towards this end, suppose we have such o, A € C. If £ € ker(T* — a) N
(ker(T* — \))* such that [|£]| = 1, then since R(T — ) is closed we have ¢ €
(ker(T* — \))* = R(T — X) and so & = (T — \)n for some n € D(T). Since,
¢ € ker(T™* — «) we then have

0=((T" = a)é,n) = (£ (T = M) + (&, X — an) = [[€]* + (A = a)(&,n).
Hence, 1 = [[£]I* = |X — of[(&,n)| < |SA][ln]]. However, by (3.1) we have
ISA2|7]12 < (T — M)n||?> = 1, which gives a contradiction.

Thus, we conclude that ker(T* — a) N (ker(T* — X))+ = {0}, and hence
dimker(T* — «) < dimker(7T* — \) by Lemma 3.2.3. ]

Corollary 3.2.5. If T € C(H) is symmetric, then one of the following occurs:
(4) o(T) =C.

(i) o(T)={AeC| 3\ >0}.

(i3) o(T)={A e C| S\ <0}.

(i) o(T) CR.

Proof. For A € C with S\ # 0 then by (3.1) we have that T — X is injective with
closed range. Thus, A € p(T) if and only if T — X is surjective, or equivalently,
if T* — X is injective. By the previous theorem if T* — X is injective for some
A with SA > 0, then T* — X is injective for all A with S\ > 0. Hence, either
oT)c{AeC|IA<0}or {AeC|3\>0}Coa(]).

Since o(T") is closed, it is then easy to see that only one of the four possibil-
ities can occur. |

Theorem 3.2.6. If T € C(H) is symmetric, then the following are equivalent:
(i) T is self-adjoint.

(#) ker(T* — i) = ker(T™ + i) = {0}.

(#ii) o(T) C R.

Proof. (i) = (ii) follows from Proposition 3.2.2, while (ii) < (iii) follows
from the previous corollary. To see that (ii) = (i) suppose that ker(T™* —
i) = ker(T™* + i) = {0}. Then by Proposition 3.2.2 we have that R(T + i) =
ker(T* — i) = H. Thus, T + i is the only injective extension of T + 4. Since
T* + i is an injective extension of T + ¢ we conclude that T +¢ =T 4 i and
hence T* =T. |

The subspaces £, = ker(T* —i) = R(T + i)t and £L_ = ker(T* + i) =
R(T —1i)* are the deficiency subspaces of the symmetric operator 7 € C(H),
and n4 = dim £ is the deficiency indices.
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3.2.1 The Cayley transform

Recall from Section 2.6 that the Cayley transform ¢ — (t —i)(t 4+ 4)~! and
its inverse ¢ — (1 + t)(1 — ¢t)~! give a bijection between self-adjoint operators
x = x* € B(H) and unitary operators u € U(#H) such that 1 ¢ o(u). Here, we
extend this correspondence to the setting of unbounded operators.

If T € C(H) is symmetric with deficiency subspaces £, then the Cayley
transform of T is the operator U : H — H given by Uz, = 0, and

Ut = (T —i)(T +i) ¢

forall ¢ € L1 = R(T+1). If n € D(T) then by (3.1) we have that ||(T+1i)n||? =
ITn[1? + |0l = [[(T — i)n||?, hence it follows that U is a partial isometry with
initial space £ and final space ££. Moreover, if £ € D(T) then (1-U)(T+4)¢ =
(T+i)é—(T—i)§ = 2i€. Since R(T+1i) = L it follows that (1-U)(L:) = D(T)
is dense.

Conversely, if U € B(H) is a partial isometry with (1 — U)(U*U#H) dense,
then we also have that (1 — U) is injective. Indeed, if £ € ker(1 — U) then
l€]l = U&]| so that & € UU*H. Hence, § = U*UE = U*€ and so € € ker(1 —
U*)=R(1-U)t ={0}.

We define the inverse Cayley transform of U to be the densely defined
operator with domain D(T) = (1 — U)(U*UH) given by

T=i(1+U)1-0U)"".
Note that T is densely defined, and
GT)={1-U)ai(1+U)| €U UHY.

If &, € U*UH such that (1 —U)E&, ®i(1+U)E, is Cauchy, then both (1 —U)E,
and (14 U)¢, is Cauchy and hence so is &,. Thus, &, — £ for some £ € U*UH,
and we have (1 —U)&, @i(1+U)E, — (1 -U)EDi(1+U)E € G(T). Hence, T
is a closed operator.

Note also that for all £, € U*UH we have

(1-U)E@i(1+ V)&, —i(1+U)¢ @ (1 - U)C)
=1 =0)& A +U)O) + (1 + V)& (1 =U)C)
= 2i(¢, () = 2{ULUQ =0

Thus, by Lemma 3.1.4 we have G(T) C J(G(T))* = G(T*), and hence T is

symmetric.

Theorem 3.2.7. The Cayley transform and its inverse give a bijective corre-
spondence between densely defined closed symmetric operators T € C(H), and
partial isometries U € B(H) such that (1 — U)(U*UH) is dense. Moreover,
self-adjoint operators correspond to unitary operators.

Also, if S,T € C(H) are symmetric, and U,V € B(H) their respective Cayley
transforms then we have S T T if and only if UUH C V*VH and V& = UE
for all £ € U*UH.
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Proof. We've already seen above that the Cayley transform of a densely defined
closed symmetric operator T is a partial isometry U with (1—U)(U*UH) dense.
And conversely, the inverse Cayley transform of a partial isometry U with (1 —
U)(U*UH) dense, is a densely defined closed symmetric operator. Moreover, it
is easy to see from construction that these are inverse operations.

We also see from construction that the deficiency subspaces of T' are L, =
ker(U) and £_ = ker(U*) respectively. By Theorem 3.2.6 T is self-adjoint if
and only if £, = £_ = {0}, which is if and only if U is a unitary.

Suppose now that S,T € C(H) are symmetric and U,V € B(H) are the
corresponding Cayley transforms. If S C T then for all £ € D(S) C D(T) we
have (S +14)¢ = (T +4)¢ and hence

US+)E=(S—)=(T—-0)=V(S+1i).
Therefore, U*UH = R(S +i) C R(T +i) = V*VH and V& = UE for all
& € U'UH. Conversely, if U*UH C V*VH and V& = U for all £ € UUH,
then
D(S) = R((1-U)(U™V)) = R(1—-V)(U*U)) C R((1 = V)(V"V)) = D(T),
and for all £ € U*UH we have
SA-U)=i(14+0)¢=i(1+V)§=T1-V)(=T1Q-U),
hence ST T. [ |

The previous theorem in particular shows us that if ' € C(#) is a symmetric
operator, and U its Cayley transform, then symmetric extensions of T are in
bijective correspondence with partial isometries which extend U. Since the
latter are in bijective correspondence with partial isometries from (UU*H)* to
(U*UH)*, simply translating this via the inverse Cayley transform gives the
following, whose details we leave to the reader.

Theorem 3.2.8. Let T € C(H) be a symmetric operator, and Ly its deficiency
spaces. For each partial isometry W : L — L_, denote the operator Ty by
D(Tw) ={+n+Wn| &€ D(T),ne W W(Ly)},
and
Tw (& +n+Wn) =T +in—iWn.
Then Tw is a symmetric extension of T with
G(Ty) =0G(Tw)+ (L W' W(Ly)) + (Lo o WW*(L)).
Moreover, every symmetric extension arises in this way, and Ty is self-adjoint
if and only if W is unitary.
Corollary 3.2.9. IfT € C(H) is symmetric, then T has a self-adjoint extension
if and only if ny =n_.

Exercise 3.2.10. show that for any pair (ny,n_) € (NU {0} U {oo})? there
exists a densely defined closed symmetric operator 7' € C(¢2N) such that n,
and n_ are the deficiency indices for T
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3.3 Functional calculus for normal operators

3.3.1 Positive operators

Theorem 3.3.1. Suppose T € C(H,K), then
(1) T*T is densely defined and o(T*T) C [0, 00).
(ii) T*T is self-adjoint.

(ii7) D(T*T) is a core for T.

Proof. We first show that 1+7*T is onto and injective. Since C&H = JG(T) P
G(T™), if € € H then there exists n € H, ¢ € K such that

00éE=-Tnon+CdTC.

Hence, ( =Tn and £ =n+T*¢ = (1 +T*T)n, showing that (1 +T*T) is onto.
If £ € D(T*T) then

g +T*TEN? = &)1 + 2| T¢|1* + | T* T,

Hence, we see that 1 + T*T is injective.

To see that T*T is densely defined suppose that ¢ € (D(T*T))*. Since
(14T*T) is onto we can write & = n+T*Tn for some n € H. For all ¢ € D(T*T)
we then have

0=(1+T"T)n, () = (n, (1 + T*T)).

Since (14 T*T') is onto we then have = 0 and hence £ = 0.

Thus, T*T is densely defined and by multiplying by scalars we see that
(—00,0) C p(T). f £ =(1+T*T)n for n € D(T*T) then we have

(L+T7)71,€) = (0, L+ T*T)n) = [Inll* + | Tnl* = 0.
Thus (1+7*T)~! > 0 and hence it follows from Lemma 3.1.8 that 1+7*T and
hence also T*T is self-adjoint. By Theorem 3.2.6 this shows that o(T*T) C R,
and hence o(T*T) C [0, 0).

Finally, to see that D(T*T) is a core for T consider £ ®T¢ € G(T) such that
E@TE L{n@Tn|ne DT*T)}. Then for all n € D(T*T') we have

0=(aTsneTn) = (En) + (T Tn =& 1+T"T)n).

Since (1 +T*T) is onto, this shows that £ = 0. ]

An operator T € C(H) is positive if T = S*S for some densely defined
closed operator S : H — H.
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3.3.2 Borel functional calculus

Suppose K is a locally compact Hausdorff space, and FE is a spectral measure
on K relative to H. We let B(K) denote the space of Borel functions on K.
For each f € B(K) we define a linear operator T' = [ f dE by setting

DT)={{cH|n— /deg,,, is bounded. },

and letting T'¢ be the unique vector such that [ fdE¢, = (T€,n), for all n € H.
If B C K is any Borel set such that f|p is bounded, then we have for all §,7 €
H we have that 15E¢ ;) = Eg(pye,n and hence | [ fdEgpyeq| = | [ fip dEBey| <
15l I€Ninll, and so B(B)H € D(T). Taking B, = {z € K | |}(x)] < n} we
then have that Up,enE(Bp)H C D(T) and this is dense since E(B,,) converges
strongly to 1. Thus T is densely defined.
If S= [ fdE, then for all £ € D(T) and n € D(S) we have

(TE.n) = / fdEe, = / FAE, ¢ = (90,8 = (€, Sn).

A similar argument shows that D(T*) C D(S), so that in fact we have S =T*
and T* = S. In particular, T is a closed operator, and is self-adjoint if f is real
valued. It is equally easy to see that T*T =TT* = [ |f|*dE.

IfT:H — K is a closed operator, then a subspace D C D(T) is a core for
T'if G(T) = G(T}p).

It is easy to see that if f,g € B(K) then [ fdE+ [gdE C [(f + g)dE,
and ([ fdE)([gdE)C [ fgdE, and in both cases the domains on the left are
cores for the operators on the right. A similar result holds when considering
more than two functions. In particular, on the set of all operators of the form
J fdE we may consider the operations +, and 6 given by S+7 = S + T, and
S6T = SoT, and under these operations we have that f — f fdFE is a unital
s-homomorphism from B(K) into C(H).

We also note that o([ fdE) is contained in the range of f, for each f €
B(K).

An operator T' € C(H) is normal if T*T = TT*. Note that equality here
implies also D(T*T) = D(TT*). We would like to associate a spectral measure
for each normal operator as we did for bounded normal operators. However,
our approach for bounded operators, Theorem 2.7.5, does not immediately apply
since we used there that a bounded normal operator generated an abelian C*-
algebra. Our approach therefore will be to reduce the problem to the case of
bounded operators.

Lemma 3.3.2. Suppose T € C(H), then R = T(1+ T*T)™! and S = (1 +
T*T)~1 are bounded contractions. If T is normal then we have SR = RS.

Proof. It £ € H, fix n € D(T*T) such that (1 +T7*T)n =¢. Then

€17 = 1@ +TT)nl* = [Inl* + 2|70 ll* + 1T Tyl* = [Inll* = (1 +T*T) €|
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Hence ||S|| < 1. Similarly, [|€]|? > ||Tn]|* = ||R¢]|?, hence also ||R| < 1.

Suppose now that 7' is normal and £ € D(T). Since n € D(T*T) and
&€ = 1+T*T)n € D(T) we have that Tn € D(TT*) = D(T*T). Hence,
TE=TA+TT)n=1+TT*)Tyn = (1+T*T)Tn. Thus, STE = T'S¢ for all
£e D(T).

Suppose now that £ € H is arbitrary. Since n € D(T*T) C D(T), we have
SRE = STy =TSn = RSE. ]

Theorem 3.3.3. Let T € C(H) be a normal operator, then o(T) # 0 and there
exists a unique spectral measure E for o(T) relative to H such that

T= /tdE(t).

Proof. Let T € C(H) be a normal operator. For each n € N we denote by
P, = 1(#1’%1(5), where S = (1 4+ T*T)~1. Notice that since S is a positive
contraction which is injective, we have that P, are pairwise orthogonal pro-
jections and ) _y P, = 1, where the convergence of the sum is in the strong
operator topology. Note, also that if H, = R(P,) then we have BH, = H,
and restricting B to H,, we have that n%‘_l < By, < % In particular, we have
that H,, C R(B) = D(T*T), (1+T*T) maps H,, onto itself for each n € N, and
o((L+T*T)p,) C{AeCln <N <n+1}

By Lemma 3.3.2 C = T(1 + T*T)~! commutes with B and since B is self-
adjoint we then have that C' commutes with any of the spectral projections
P,. Since we’ve already established that (1 + 7T give a bijection on H,, it
then follows that TH,, C H, for all n € N. Note that since T" is normal, by
symmetry we also have that T*H,, C H,, for all n € N. Hence (T'P,)*(T'P,) =
Po(T*T)P,, = Po(TT*)P, = (T'P,)(TP,)* for all n € N.

Let I = {n € N| P, # 0}, and note that I # () since ) ., P, = 1. For
n € I, restricting to H,,, we have that TP, is a bounded normal operator with
spectrum o(TP,) C {A € C | n—1 < |\ < n}. Let E, denote the unique
spectral measure on o(T'P,) so that Tjy, = [tdE,(t).

We let E be the spectral measure on Upecro(TF,) = Upero(TP,) which is
given by E(F) = > .; En(F) for each Borel subset F' C Upero(TP,). Since
the E, (F) are pairwise orthogonal it is easy to see that E is indeed a spectral
measure. We set T to be the operator T = [tdE(t).

We claim that 7 = T. To see this, first note that if & € H,, then T¢ =
TP,¢ = T¢. Hence, T and T agree on Ko = UperHn. Since both operators are
closed, and since Ky is clearly a core for T, to see that they are equal it is then
enough to show that K is also core for T. If we suppose that & € D(T*T),
and write &, = Py,¢ for n € I, then limy_,00 ),y &n = &, and setting n =
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(1 4+ T*T)¢ we have

nel nel

= —[&ll” + ) {1+ T*T)én, &n)

nel
< l&lllinll < oe.

Since T is closed we therefore have limy 00 T'(3_,, < 5 §n) = T€. Thus, G(T|x,) =

G(Tipr-1)) = G(T).

Since o(T) = o(T) = Unero(TP,), this completes the existence part of
the proof. For the uniqueness part, if £ is a spectral measure on o(T) such
that T = [tdE(t) then by uniqueness of the spectral measure for bounded
normal operators it follows that for every F' C o(T) Borel, and n € I, we have
P,E(F) = P,E(F), and hence E = E. [ |

If T = [tdE(t) as above, then for any f € B(o(T')) we define f(T) to be
the operator f(T) = [ f(t)dE(t).
Corollary 3.3.4. Let T € C(H) be a normal operator. Then for any *-

polynomial p € C[t,t*] we have that p(T') is densely defined and closable, and in
fact D(p(T)) is a core for T.

Proposition 3.3.5. Let T € C(H) be a normal operator, and consider the
abelian von Neumann algebra W*(T) = {f(T) | f € Boo(a(T))}' C B(H). If
u€U(H), then uw € UW™*(T)') if and only if uTu* =T.

Proof. Suppose that v € U(H) and T € C(H) is normal. We let E be the
spectral measure on o(7T') such that T = [tdE(t), and consider the spectral
measure E given by E(F) = uE(F)u* for all F C o(T) Borel. We then clearly
have uTu* = [tdE(t) from which the result follows easily. [ |

If M C B(H) is a von Neumann algebra and T : H — H is a linear operator,
then we say that T is affiliated with M and write TnM if uTu* = T for all
u € U(M'), (note that this implies uD(T) = D(T) for all w € U(M’)). The
previous proposition shows that any normal linear operator is affiliated with an
abelian von Neumann algebra.

Corollary 3.3.6. If M C B(H) is a von Neumann algebra and T € C(H) is
normal, then TnM if and only if f(T) € M for all f € B (o(T)).

Proposition 3.3.7. Suppose M is a von Neumann algebra and T,S : H — H
are linear operators such that T, SyM. Then T'S, (T + S)nM. Moreover, if T' is
densely defined then T*nM, and if S is closable then SnM.

Proof. Since T, SnM, for all uw € U(M') we have
uD(TS) ={£ e H|u*€ € D(S),S(u*€) e D(T)}
={leHH | D(S),uS¢e D)}
— [¢eH | €€ D(S),5¢ € D(T)} = D(TS).
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Also, for € € D(T'S) we have u*TSué = (u*Tu)(u*Su)¢ = T'SE, hence T'SynM.
The proof that (T 4 S)»M is similar.
If T is densely defined, then for all v € U(M’) we have

uD(T*) ={¢ e H|n— (Tn,u*€) is bounded.}
={¢eH|n— (T(un),&) is bounded.} = D(T™),

and for £ € D(T*), and n € D(T) we have (T'n,u*§) = (Tu, &), from which it
follows that T*u*n = u*T™*n, and hence T™nM. -

If S is closable, then in particular we have that uD(S) = D(S) for all
u € U(M'). Hence if p denotes the orthogonal projection onto D(S) then
p € M"” =M, and SypMp C B(pH). Hence, we may assume that S is densely

defined in which case we have SyM = S*3M = S = 5**;, M. |

3.3.3 Polar decomposition
For T € C(H) the absolute value of T is the positive operator |T'| = VT*T €
C(H).

Theorem 3.3.8 (Polar decomposition). Fiz T € C(H,
D(T), and there exists a unique partial isometry v € B(H,
ker(T) = ker(|T|), and T = v|T).

)

). Then D(|T]) =
) such that ker(v) =

)

Proof. By Theorem 3.3.1 we have that D(T*T) is a core for both |T'| and T.
We define the map Vy : G(|T|\per-1)) — G(T') by Vo(§ @ |T|E) = £ @ TE.
Since, for £ € D(T*T) we have ||€]|2 + |||T|€||? = ||€]|? + || T€||? this shows that
Vo is isometric, and since D(T*T) is a core for both |T'| and T we then have
that Vp extends to an isometry from G(|7'|) onto G(T'), and we have D(|T|) =
Py (G(IT) = Pu(VG(IT])) = Pu(G(T)) = D(T).

Moreover, this also shows that the map vg : R(|T|) — R(T) given by
vo(|T|€) = T¢E, is well defined and extends to a partial isometry v € B(H, K)
such that ker(v) = R(T)t = ker(T). From the definition of v we clearly have
that T = v|T|. Uniqueness follows from the fact that any other partial isom-
etry w which satisfies T = w|T| must agree with v on R(|T|) = ker(|T])*+ =
ker(T)+. |

Proposition 3.3.9. If M C B(H) is a von Neumann algebra and T € C(H)
has polar decomposition T = v|T|, then TnM if and only if v € M and |T|nM.

Proof. If TnM, then T*TnM by Proposition 3.3.7. By Corollary 3.3.6 we then

have that |T|nM. Hence, for any v € M’ if £ € R(|T|) say & = |T|n for

n € D(|T|) = D(T), then wv€¢ = wo|T|n = uTn = Tun = v|T|un = vu&, hence
veM"=M.

Conversely, if v € M and |T'|nM, then T = (v|T|)nM by Proposition 3.3.7.

|
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