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ABSTRACT. Given a lattice Veech group in the mapping class group of a closed
surface S, this paper investigates the geometry of I', the associated m;S—
extension group. We prove that I' is the fundamental group of a bundle with a
singular Euclidean-by-hyperbolic geometry. Our main result is that collapsing
“obvious” product regions of the universal cover produces an action of I" on
a hyperbolic space, retaining most of the geometry of I'. This action is a key
ingredient in the sequel where we show that I' is hierarchically hyperbolic and
quasi-isometrically rigid.

1. INTRODUCTION

Let S be a closed, connected, oriented surface of genus at least 2. For any group
G, a m S—extension of G is a group I fitting into a short exact sequence:

1-mS—->I—->G—1.

Such a group I' is the fundamental group of an S—bundle and is determined up to
isomorphism by its monodromy homomorphism G — Mod® (S) =~ Out(r,S) to the
extended mapping class group; see e.g. [Mor01, ST20]. An important problem is to
decide how geometric properties of I' (or the bundle) are reflected in properties of
the monodromy.

A motivating success story for this line of inquiry is Thurston’s geometrization
theorem (see e.g. [Ota98]), stating that when G = Z, the associated surface bundle
over the circle admits a hyperbolic structure if and only if the image of the mon-
odromy is generated by a pseudo-Anosov mapping class. A generalization of this to
the world of coarse geometry states that a m;.S—extension of any group G is word-
hyperbolic if and only if the monodromy has finite kernel and its image in Mod(\S)
is convexr cocompact in the sense of Farb and Mosher (see [FM02, Ham, MS12]).

In that spirit, this paper initiates an analysis of the geometry of extension groups
of lattice Veech subgroups of the mapping class group. There are two important
perspectives motivating this analysis. Firstly, in the classical setting of Kleinian
groups, convex cocompactness is a special case of geometric finiteness. While there
is as yet no precise analogue of this latter notion in the context of mapping class
groups—nor any proposal for how such a notion should relate, as in the case of
convex cocompactness, to the (coarse) geometry of associated extension groups—
it is evident that lattice Veech groups should qualify as geometrically finite with
respect to any definition (c.f. Mosher [Mos06, §6]). Taking these as prototypes for
geometric finiteness suggests that their extension groups should model compelling
geometric features. Our main theorem shows this is indeed the case, in that the
extension becomes hyperbolic after collapsing naturally occurring vertex subgroups
that are virtually isomorphic to fundamental groups of Seifert manifolds; see §3.6.
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Theorem 1.1. Suppose G < Mod(S) is a lattice Veech group with extension group
T and let Tq,..., T, < T be representatives of the conjugacy classes of vertex sub-
groups. Then I' admits an isometric action on a hyperbolic space E‘, quasi-isometric
to the Cayley graph of T coned off along the cosets of YT1,..., Y. Furthermore,
every element not conjugate into one of Y1,..., Tk acts loxodromically on E.

The hyperbolic space FE is constructed from bundle E on which I' acts nicely as
described below (and in particular, it has more structure than the coned-off Cayley
graph); see Definition 3.1.

In the sequel [DDLS21], we further analyze how the coned-off cosets interact
with each other and prove that I' admits a hierarchically hyperbolic structure. In
fact, we show that this structure is I' invariant, thus proving the following.

Theorem 1.2 ([DDLS21]). For any lattice Veech group G < Mod(S), the extension
group I' of G admits the structure of a hierarchically hyperbolic group for which the
mazimal hyperbolic space is E.

We note that Theorem 1.1 is a key step in the proof of Theorem 1.2 and refer the
reader to our second paper [DDLS21] for a detailed description of the hierarchically
hyperbolic group structure, a general discussion of geometric finiteness in mapping
class groups, and several applications of Theorems 1.1-1.2. One such application,
which we mention here to highlight the significance of E, is that the action of the
extension group I' on E is a universal acylindrical action. We also remark that
while the characterization of loxodromics in Theorem 1.1 can formally be deduced
from Theorem 1.2, we also give a direct elementary proof here in §4.9.

A second motivation for studying extensions of lattice Veech groups is that
their associated S—bundles naturally carry a 4-dimensional singular Euclidean-by-
hyperbolic geometry in the sense of Thurston [Thu97]. This is similar to the fact,
which has been used to great effect (e.g., [Bowl3, CT07, Koz16, Min94, Mos03]) in
the study of surface bundles and 3-manifolds, that hyperbolic plane bundles over
Teichmiiller geodesics carry singular Sol geometries. Indeed, as explained in §5.4,
the 4-dimensional geometry exhibited here can be viewed as a direct generalization
of this 3-dimensional Sol phenomenon.

This perspective is central to our entire approach. The proof of Theorem 1.1
involves the construction of a bundle F on which the extension group I' of a Veech
group G acts geometrically by bundle automorphisms, together with a detailed
analysis of the geometry of E. The bundle F is derived from the two interpretations
of G as simultaneously the affine group of a Euclidean cone metric on S and as
the stabilizer of an isometrically embedded hyperbolic plane in Teichmiiller space
(the associated Teichmailler disk); see §2.9 and §3.2 for definitions. Away from
a codimension 2 singular locus, F is modeled on the homogeneous Euclidean-by-
hyperbolic geometry mentioned above; in §5 we consider this geometry more closely
and prove the following:

Theorem 1.3. Suppose T is the extension group of a Veech group and E/T is
the associated bundle. Away from the singular locus, E/T is an (SAff*(R?), %)~
manifold, where ¥ = SAf*(R?)/K and K = O(2) is a mazimal compact subgroup.

The space F fibers over a Teichmiiller disk D and the Veech group G acts on D
as a finite co-area Fuchsian group. This action is necessarily not cocompact, and
truncating D by removing a G—invariant family of horoballs gives a space D < D
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on which G acts cocompactly. The extension group I' acts cocompactly on the
subbundle £ c E over D, and thus I and E are quasi-isometric. For simplicity,
assume I' is torsion free. Then the subbundle over a boundary component of D
is naturally a copy of the universal cover of a graph manifold (in fact, this graph
manifold is finitely covered by the mapping torus of a Dehn multi-twist). The Seifert
manifolds in the graph manifold have universal covers that are products which thus
obstructs hyperbolicity of £ (and hence I'). Via the quasi-isometry between E and
T, these product spaces correspond to the cosets of the vertex groups, and the space
E in Theorem 1.1 is alternatively (coarsely) defined by coning off these products.
The theorem thus says that after doing so, one obtains a hyperbolic space.

We end this introduction with a final application of Theorem 1.2 and the analysis
in §5 of this paper, which serves to illustrate the naturality of the geometry of E.

Theorem 1.4 ([DDLS21]). The homomorphism Isom(E) — QI(E) = QI(T') is an
isomorphism and Isom(FE) contains I' as a finite index subgroup.

Remark 1.5. The space E depends on D whose definition includes choices (specifi-
cally, choices of horoballs in D which are remoxied), and we remark that Theorem 1.4
is in fact only true for a particular choice of E.

1.1. Outline and proofs. Let us briefly outline the paper and comment on the
main structure of the proofs. See the beginning of each section for more discussion.
In §2 we review the necessary background material. Then in §3 we introduce all
the objects and notation that will be used in the rest of the paper. In particular,
we define the space E and its truncation E, which is a quasi-isometric model for
the extension group I' of a Veech group GG. This section also describes some of the
key geometric features and subspaces of E and E, and introduces the (coned-off)
space E.

In §4 we prove the main theorem, showing that Eis hyperbolic, and classify the
elements of I' acting loxodromically. Roughly, E is something like a bundle over
a coned-off Teichmiiller disk, where all fibers are objects related to flat geometry
on surfaces. More precisely, each fiber is either the universal cover of S with a flat
metric, or a tree dual to a certain foliation (combinatorially, these are the Bass-
Serre trees dual to the JSJ splittings of the graph manifolds, or more generally,
graph orbifolds, mentioned above, explaining why the subgroups in Theorem 1.1 are
called vertex groups). To prove hyperbolicity, we exploit features of flat geometry
to construct explicit paths that form thin triangles, and then use the “Guessing
geodesics” criterion (Proposition 2.2) due to Masur—Schleimer [MS13] and Bowditch
[Bow14]. The proofs involve a careful analysis of various types of triangles in the
universal cover of a flat surface (which can be more complicated than one might
expect). This section ends with §4.9 where we prove that any element not conjugate
into a vertex subgroup acts loxodromically on E. For this, we quickly reduce to
the case that the element projected to the Veech group G is not loxodromic, and
hence up to a power, fixes one of the trees mentioned above. Not being in a
vertex stabilizer, the element has an axis in the tree, and the proof is completed by
constructing an equivariant lipschitz retraction from F to the axis in the tree.

The final section, §5, shifts gears to describe the four-dimensional Thurston-type
geometry on which the nonsingular part of E and E are modeled. After describing
this geometry, we briefly discuss the connection between the geometry of E and E,
and singular Sol metrics on fibered hyperbolic 3—manifolds. Some of the results
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in this section will be important in the sequel [DDLS21]. We also note that it
is the similarity between this singular Sol geometry and the geometry of E that
motivated our “geodesic guesses” in the proof of hyperbolicity of E.

1.2. Notation and guides. This paper contains notation that is used throughout.
For the reader’s convenience, we have included both a Notation Index §A as well
as a detailed diagram illustrating the key objects and maps §3.8.
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2. DEFINITIONS AND BACKGROUND

We briefly recall some essential background material on coarse geometry, map-
ping class groups, Teichmiiller spaces, quadratic differentials and Veech groups. As
we expect that most readers will already be familiar with this material, we largely
defer to other sources for details.

2.1. Basic metric geometry. A path in a metric space (X,d) is a continuous
function 7: [a,b] — X from some (possibly degenerate) compact interval in the
real line. Such a path connects or joins its endpoints y(a),~v(b) and has length

length(y) = sup {Z d(y(tic1),7(t:) |a =ty < - <t = b} .
i=1

A path is rectifiable its its length is finite, and is a geodesic if its length equals the
distance between its endpoints. The metric space is said to be geodesic if each pair
of points in it are connected by a geodesic. It is customary to denote by [z,y] any
choice of a geodesic connecting x to y. We will often conflate geodesics with their
images, and same for paths.

A subset Z < X is rectifiably path connected if any pair of points in Z are
connected by a rectifiable path [a,b] — Z. In this case Z inherits an induced path
metric where the distance between points z1, 20 € Z is defined as the infimum of
the lengths of all paths in Z connecting z; and z,. We call d a path metric if it
agrees with the induced path metric on X itself; that is, if for all x,y the distance
d(x,y) coincides with the infimum of the lengths of paths connecting x to y.

Given two metrics d and d’ on a set X, we say that d is coarsely bounded by d’ if
there exists a monotone function N: [0,00) — [0, 00) so that d(z,y) < N(d'(x,v)),
for all z,y € X. If d is coarsely bounded by d’ and d’ is coarsely bounded by d, we
say that d and d’' are coarsely equivalent.

To any (set-theoretic) quotient m: X — @ of the metric space (X, d), there is an
associated quotient pseudo-metric dg on ) defined as

dQ (pa q) = inf Z d(xia yz)a

i=1
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where the infimum is over all chains x1,y1,...,%n, yn € X satisfying w(z1) = p,
m(xn) = ¢, and w(y;) = 7(xi41) for all ¢ = 1,...,n — 1; see [BHI9, 1.5.19]. Call
such a chain tight if y; # x;41 for each 1 < i < n. Observe that if a chain is not
tight because y; = x;41, then d(x;,yi41) < d(x;,y;) + d(ziy1,yi+1) and we may
delete y;, z;11 to get a new chain with potentially smaller sum. Thus dg(p, ¢) is in
fact an infimum over tight chains.

2.2. Graph approximation. The C' > 0 neighborhood of a subset A of a metric
space (X, d) will be denoted

Neo(A) ={z e X | d(z,a) < C for some a € A}.

We say that A is C—dense if X = Ng(A). A quasi-isometric embedding f: X —Y
is a map of metric spaces for which there exist constants K > 1,C > 0 such that

v (f(2), Fy)) — € < dx(2,9) < Ky (), f () + C

for all z,y € X. The map is furthermore a quasi-isometry if it is coarsely surjective,

meaning that f(X) is R—dense in YV for some R > 0. It is well known that every

quasi-isometry f: X — Y admits a coarse inverse quasi-isometry g: Y — X for

which go f and fog are bounded distance from the identities on X and Y. A quasi-

isometric embedding with domain an interval in R or Z is called a quasi-geodesic.
The following well-known fact will be useful in a few places.

Proposition 2.1. Suppose 2 is a path metric space and ¥ < ) an R—dense subset,
where R > 0. Fix R’ > 3R and consider a graph G with vertex set Y such that:

o all pairs of elements of T within distance 3R are joined by an edge in G,
e if an edge in G joins points w,w’ € T, then do(w,w’) < R'.

Then the inclusion of T into ) extends to a quasi-isometry G — €.

Proof. We regard T as a subset of both 2 and G, where we denote the respective
metrics by dg, dg. Let f: G — € be any map that includes the vertex set T into Q2
and sends each edge to a constant speed path connecting the endpoints of length
at most R’. The map f is clearly R'-Lipschitz and the image is R—dense.

To prove the remaining inequality, consider now arbitrary vertices w,w’ € T of
G. Let a be a path connecting w to w’ in  of length Rk < dg(w,w’) + R for
some integer k. Subdividing « into subpaths of length R and considering points of
Q) within distance R of the endpoints of the subpaths, we can find a sequence of
points w = wy, ..., w, = w’ of T so that do(w;, w;+1) < 3R. In particular,

dg(w,w") < k < dg(w,w')/R + 1,

and the proof is complete. ([l

2.3. Hyperbolicity. A metric space (X,d) is called Gromov hyperbolic if there is
a constant ¢’ = 0 such that for all x,y, z,w € X one has

(z]2)w = min {(m|y)w, (y|z)w} -0,

where (alb). denotes (d(a,c) + d(b,c) — d(a,b))/2. In the case that X is geodesic,
this is equivalent to the existence of a constant § > 0 so that for all z,y, 2z € X and
all choices of geodesics [x,y], [y, 2], [z, 2] we have

[z,y] < Ns([y, 2] v [z, 2]).
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When we want to specify the constant §, we say that the space X is é—hyperbolic.
We call § a hyperbolicity constant for X. It is a standard result that the property
of being hyperbolic is preserved by quasi-isometries of path metric spaces; see e.g.,
[V&i05]. Tt is also well-known that the hyperbolic plane H? is, say, 2-hyperbolic.

We will need the following criterion for hyperbolicity, which is an easy modi-
fication of one due to Masur—Schleimer [MS13, Theorem 3.11], see also [Bowl14,
Proposition 3.1]. For the statement, given a metric space {2 and designated subsets
L(z,y) < Q for each pair z,y € 2, we say that the subsets L(x,y) form d—slim tri-
angles if for all z,y, z € Q we have L(z,y) € Ns(L(z, z) U L(z,y)). So, by definition,
a geodesic metric space is hyperbolic if the set of geodesics form slim triangles.

Proposition 2.2 (Guessing geodesics). Suppose € is a path metric space, T < Q an
R—dense subset for some R > 0, and § = 0 a constant such that for all pairs x,y € T
there are rectifiably path-connected sets L(xz,y) < Q containing x,y satisfying the
properties:

(1) the L(z,y) form d—slim triangles, and

(2) if x,y € T have d(z,y) < 3R, then the diameter of L(x,y) is at most 0.
Then there exists &', depending only on R and &, so that  is 0'—hyperbolic. More-
over, any geodesic connecting x,y has Hausdorff distance at most 6’ to L(x,y).

Proof. For the special case of a graph G with T the 1-dense set of vertices and
the subsets L(z,y) connected subgraphs, this statement is precisely the criterion of
Bowditch [Bow14, Proposition 3.1]. To translate this criterion for graphs into the
condition we have here, we construct the graph G from Proposition 2.1 and prove
that G is hyperbolic; this suffices since G is quasi-isometric to Q.

Let g: Q@ — Y be a map fixing T and assigning to z € 2 some point of T
within distance R of x. Note that we will think of elements of T as contained both
in G and in Q. For z,y € T, let £(x,y) be the span of g(L(z,y)); that is, the
largest subgraph whose vertex set is precisely g(L(z,y)). Since L(z,y) is rectifiably
path connected, given any two points w,w’ € L(z,y), there is a rectifiable path
connecting them. Partition this path into subpaths of length at most R, at points
W = Wo, W1, ..., W, =w'. Thus do(w;, w;+1) < R, and so dq(g(w;), g(w;1+1)) < 3R,
ensuring that g(w;) and g(w;+1) are adjacent in G. Consequently, w = wyq is
connected by a path of length n to v’ = w,, in G with all vertices in g(L(x,y)), and
hence Z(x,y) is connected.

Notice that g is a quasi-isometry (since it is a coarse inverse of the quasi-isometry
induced by inclusion from Proposition 2.1). Hence, since the L(w,w’) form d—slim
triangles, we have that £ (w,w’) also form slim triangles (for a possibly larger
constant). Similarly, the bound on the diameter of the sets L(w, w’) implies a bound
on the diameter of the sets Z(w,w’). By the hyperbolicity criterion for graphs,
it follows that G, and hence €2, is hyperbolic. The uniformity of the hyperbolicity
constant and the final sentence of the proposition follow from the corresponding
statements for G. |

2.4. Surfaces and mapping class groups. We next describe a variety of geo-
metric, topological, and analytic objects associated to a closed surface S of genus at
least two. Firstly, we write Mod(S) = mo(Homeo™ (S)) for its mapping class group,
the group of components of its orientation preserving homeomorphisms. Let S de-

note the surface S with a marked point and Mod(.S) its mapping class group (in this
case, all homeomorphisms must preserve the marked point). Birman proved that
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by forgetting the marked point, these mapping class groups fit into the following
Birman exact sequence,

1 — mS — Mod(S) — Mod(S) — 1.

Given a subgroup G < Mod(S), we let I'¢ < Mod(S) denote the preimage in

Mod(S), which thus also fits into a short exact sequence
(1) l1-mS—->T¢g—>G—1
mapping into the one above by inclusion. See e.g. [Bir74, Bir69, FM10].

2.5. Teichmiiller spaces. Two complex structures X and Y on S are equivalent
if there is a biholomorphic map (S, X) — (S,Y") isotopic to the identity on S. The
Teichmiiller space of S, denoted T (.5), is the space of equivalence classes of complex
structures on S. Given a complex structure X on S, we also write X € T(S) for
its equivalence class. We equip 7 (S) with the Teichmiiller metric, for which the
distance from X to Y measures the maximal quasiconformal dilatation between
the two complex structures at every point, minimized over all representatives of
the equivalence classes. See e.g. [Gar87, IT92, Ber60].

Any complex structure X on S also determines a point of ’T(S), where equiv-
alence is defined via isotopies that fix the marked point. Forgetting the marked
point defines a fibration of Teichmiiller spaces called the Bers fibration,

(2) S — T(S) — T(S).

Changing the complex structure on S by an isotopy that does not fix the base point
gives different points in the fiber over X € T(S). The isotopy to the identity lifts
to an isotopy to the identity of the universal covering S , and tracking the location
of a fixed lift of the marked point gives the identification of the fiber with S. The
fibration is equivariant with respect to the homomorphisms in the Birman exact
sequence. See [Ber73, FMO02].

2.6. Quadratic differentials. Given a complex structure X on S, by a quadratic
differential for X we mean a nonzero holomorphic section of the square of the
canonical line bundle over (S, X). In a local coordinate z for X, this is represented
as q(z)dz?, where ¢ is a holomorphic function. Integrating the square root of a
quadratic differential ¢ for X (away from the zeros) gives a local coordinate ¢ for X
called a preferred coordinate for ¢ in which ¢ is represented as d¢2. The transition
functions for overlapping preferred coordinates are locally given by z — +2z + ¢ for
some ¢ € C. The Euclidean metric, being invariant by such transformations, pulls
back to a metric on the S minus the zeros of q. The metric completion with respect
to this metric is a nonpositively curved Euclidean cone metric, called a flat metric,
obtained by filling the zeros back in, so that there is a cone point of cone angle kr
at each zero of g of order k — 2. We will write ¢ for both the quadratic differential
as well as the associated flat metric. See e.g. [Gar87, Str80].

Remark 2.3. Using the notation g for both the quadratic differential as well as
the flat metric is imprecise because the latter only determines the former up to
multiplication by a unit modulus complex number. When passing back and forth
between the two, a choice of specific quadratic differential will either be irrelevant
or the choice will be clear from the context.
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2.7. Flat geodesics, foliations, and directions. Consider a complex structure
X and flat metric ¢ (from a quadratic differential of the same name). The geodesics
for ¢ are Euclidean straight lines away from the cone points. When a geodesic passes
through a cone point, it subtends two angles, one on “each side” of the cone point,
each of which is at least 7. In fact, this characterizes g—geodesics: a path which is
a Euclidean straight line away from the cone points, and makes angle at least 7 on
both sides of any cone point it meets is necessarily a geodesic. Geodesic segments
between pairs of cone points of ¢ that contain no cone points in their interior are
called saddle connections.

Because the transition functions for the preferred coordinates defining the flat
metric have the form z — +2z+¢, any line in the tangent space of a nonsingular point
can be parallel translated around the surface, in the complement of the cone points,
to produce a parallel line field. Such line fields are in a one-to-one correspondence
with the projective tangent space at any non-cone point, and we denote this space
of directions as P!(g).

Integrating a parallel line field gives a foliation by geodesics, which extends to a
singular foliation over the entire surface. Thus for every a € P!(gq), we have a singu-
lar foliation F(«) in direction . An important special case occurs when F () has
all nonsingular leaves being closed geodesics. In this case, S is a union of Euclidean
cylinders, the interior of each foliated by parallel geodesic core curves in direction
a, and with boundary curves a geodesic concatenation of saddle connections (also
in direction «). In this case, we say that F(a) defines a cylinder decomposition.

Example 2.4. Consider the genus 2 surface S obtained from the polygon shown
below with the sides identified by translations according to the numbering indicated.
This surface is built from three squares and has an obvious 3—fold branched cover
map to the square torus.

The Euclidean metric on the polygon descends to a flat metric on S determined by
a complex structure X and quadratic differential q. The vertices shown project to
a single cone point of cone angle 67. The horizontal foliation illustrated defines a
cylinder decomposition with core curves isotopic to the dotted and dashed curves
and with boundaries made of the three horizontal saddle connections. In fact, any
direction of rational slope defines a cylinder decomposition, as can be seen from the
projection to the square torus.

The complex structure and quadratic differential can be pulled back to the uni-
versal covering S, and will be denoted by the same names. The metric on S is
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CAT(0) (since all cone angles are greater than 27), and in particular, any two points
are connected by a unique geodesic segment. The characterization of geodesics in
S still holds, and saddle connections are defined similarly (or equivalently, as lifts
of saddle connections). The preimage of a cylinder on S is an infinite strip in S:
this is an isometric embedding of a strip [0,w] X R of some width w > 0. The
universal covering determines a canonical identification of the directions for ¢ on S
with those on S, and we refer to either one as P!(q).

2.8. Teichmiiller disks. Suppose ¢ is any quadratic differential for X with pre-
ferred coordinates {(;} covering the complement of the zeros of ¢. For any matrix
A € SLy(R), viewed as a real linear transformation of C, we obtain a new atlas
{Ao(;} defining a new complex structure and quadratic differential,

A (X,9)=(A-X,A-q),

with the same set of zeros of the same orders. (A caveat: the notation A - X only
makes sense in the presence of a quadratic differential ¢ for X). In this setting,
the identity map (S, X,q) — (S,A- X, A-q) is affine in the respective preferred
coordinates for ¢ and A - ¢, and Teichmiiller’s theorem states that the distance
between X and A - X in T(S) is precisely the logarithm log(|A|) of the operator
norm

[All = max{[|A(v)[ | v e C, o] = 1}.

We call ¢ and A - g the initial and terminal flat metrics, respectively. We note
that one usually refers to the specific quadratic differentials as initial and terminal,
but this is unimportant for us; compare Remark 2.3. As the identity (S, X,q) —
(S,A-X,A-q) is affine, it sends every g—geodesic to an (A - g)-geodesic.

If B e SO(2) and A € SLy(R), then A- X and BA - X are equivalent (since a
rotation is holomorphic), and so the map SO(2)A — A-X defines a homeomorphism
from SO(2)\SL2(R) to the orbit Dy < T(S). On the other hand, SO(2)\SLy(R)
may be identified with the (upper half-plane model of the) hyperbolic plane, H?, via
the homeomorphism SO(2)A — A~1(i), and we do so. By Teichmiiller’s theorem,
the push-forward of the Poincaré metric is the restriction of the Teichmiiller metric
to Dyg; in particular, Dy is totally geodesic in T(S). We call D, the Teichmiller
disk of the quadratic differential q. For any other point (X’,¢") = A - (X, q), we
have D, = Dy and we have a canonical identification P!(g) =~ P!(¢’) from the affine
identity map idgs: (S, X,q) — (S, X’,¢’). See [GLO0O] for details.

Any geodesic through X in D, is given by t — A;-(X, ¢), where {A4; };er < SL2(R)
is a symmetric, 1-parameter, hyperbolic subgroup. The (orthogonal) eigenlines for
the common eigenvalues of the nontrivial elements give two direction in P!(gq), and
we use this to identify the circle at infinity of D, with P!(q). Specifically, we
identify the direction « of the contracting eigenline of A;, t > 0, with the endpoint
of the positive ray. In particular, along this ray the flat-lengths of any saddle
connection or closed geodesic in direction « contracts exponentially. Furthermore,
the horocycle through X based at the point at infinity associated to « is given
by t — By - (X,q), where {B;}:cr < SL2(R) is a 1-parameter parabolic subgroup
with all nontrivial elements having common eigenline a. Consequently, a saddle
connection or closed geodesic in direction « has constant length along this horocycle,
as does the transverse measure to the foliation F(«)). Combining these properties,
we have the following useful fact.
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Proposition 2.5. Given a quadratic differential q for some complex structure X
on S, and any saddle connection or simple closed geodesic o with respect to q in
direction o € P1(q), the horoballs (respectively, horocycles) based at o in Dy are
sublevel sets (respectively, level sets) of the length of o. If there is a mazimal
cylinder in direction «, then its width is constant on horocycles based at . O

2.9. Veech groups. Given a quadratic differential ¢ for X and associated Te-
ichmiiller disk D, = 7(S), the stabilizer of D, denoted G, < Mod(S) is called the
Veech group of ¢ (or D). This is equivalently the subgroup of Mod(S) consisting
of all mapping classes represented by homeomorphisms that are affine in preferred
coordinates for g. The derivative of any such affine homeomorphism in preferred co-
ordinates is well defined, up to sign, and defines a homomorphism G, — PSLs(R).
The action of G, on D, gives a homomorphism from G, — Isom*(D,) =~ PSLy(R),
and up to conjugation, this is precisely the derivative homomorphism. Since the
action of Mod(S) on T (S) is properly discontinuous, so is the action of G4 on Dy,
and hence the image in PSLy(R) is discrete. We say that (S, X, q) is a lattice surface
if G, is a lattice (i.e. the quotient D,/G, has finite area).

An element of G is called elliptic, parabolic, or hyperbolic, respectively, if its
image under the derivative map is of that type. Elliptic elements fix a point of Dy,
while parabolic and hyperbolic elements g € G, fix one or two points, respectively,
in P!(q). If g is parabolic with fixed point o € P!(g), then the foliation F(«)
defines a g—invariant cylinder decomposition, and a power of g is a composition 7,
of Dehn twists in the core curves of the cylinders. This power of g is the identity
on the saddle connections in direction «, which form a union of spines for the
complementary components of the core curves of the cylinders. The set of parabolic
directions, denoted P(q) = P1(q), is the fixed points of parabolic elements in Gj,.

Given « € P(q), the boundary of every cylinder in direction « consists of saddle
connections. The key result for us in the next theorem is that all saddle connections
arise in this way in the case of interest to us. See [MT02, Thu88] for details.

Theorem 2.6 (Veech dichotomy). Suppose (S,X,q) is a lattice surface. Then
every saddle connection is contained in the boundary of a cylinder in direction
a € P(q). Moreover, for every o ¢ P(q), every half leaf of F(«) is dense in S.

Example 2.7. Consider the Veech group G, for the surface (S, X,¢) of Exam-
ple 2.4. There are two parabolic elements g, h € G, with derivatives

dg=<(l)?) and dh=<;?).

The element g preserves the horizontal foliation and is isotopic to a composition of
Dehn twists about the core curves of the corresponding cylinder decomposition. The
element h similarly preserves the vertical foliation and is given by a composition
of Dehn twists. The derivatives of the elements g,h € G, generate a lattice in
PSLy(R). It follows that (g,h) < G, is a finite index subgroup, and (S, X, ¢q) is
a lattice surface. Since the rational slopes are precisely the directions of cylinder
decompositions, we see from the Veech dichotomy that P(g) = P1(Q) in this case.

Remark 2.8. On the one hand, it might seem that lattice Veech groups are fairly
special; only countably many Teichmiiller disks can define a lattice Veech group.
On the other hand, they actually exists in abundance. For instance, the example
described above is a “square tiled” flat metric. The Teichmiiller disks defined by
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square tiled flat metrics are dense in Teichmiiller space and the maximal Veech
group for each one is a lattice (see [Zor02]).

3. SETUP AND NOTATION

We now fix a flat metric (i.e. quadratic differential) ¢ for a complex structure X
in the Teichmiiller space T (.5) of a closed surface S of genus at least 2, and assume
(S, Xo, q) is a lattice surface. Let D = D, < T(S) be the Teichmiiller disk of ¢ and
let p be the Poincaré metric on D. For any X € D, let ¢x be the terminal flat metric
from the Teichmiiller mapping (S, Xo,q) — (5, X, ¢x). Let G = G, < Mod(S) be
the lattice Veech group of ¢ and P = P(q) = P*(q) be the set of parabolic directions
on ¢, which are precisely the directions of the saddle connections by Theorem 2.6.

3.1. Horoballs. For each direction « € P, we fix a closed horoball B, < D that
is invariant by the corresponding parabolic subgroup of G. We choose these so
that the family { B, }qep is G—invariant and 1-separated, meaning that the pairwise
distance between any two horoballs is at least 1. For each o € P, welet ¢ : D — B,
be the p—closest-point projection map. This map is 1-Lipschitz, as can be seen by
observing that the derivative of ¢, is norm non-increasing at each point X € D.

Let p: D — D denote the quotient space obtained by collapsing each B, to a
point, and give D the quotient pseudo-metric p. It is straightforward to see that this
is indeed a metric and in fact, according to [BH99, Lemma 1.5.20], a path metric.
The 1-separated assumption implies that D is quasi-isometric to the electric space
obtained by coning each B, to a point, and that p(B,) and p(B,s) are at least
p—distance 1 apart if a # o/.

We also consider the associated truncated Teichmiiller disk

p-n\|J 5.
aeP
where B¢ is the interior of B,. The induced path metric 5 on [) is CAT(0) by [BH99,
Theorem I1.11.27], and the group G acts cocompactly on D. The projections c,
above now restrict to maps ¢, : D — 0B, < D that remain 1-Lipschitz.

3.2. Bundles and the total space. Let 7: E — D be the pull-back bundle of
the Bers fibration (2) via the inclusion D < T(S). We identify E < T(S). Let

I' = T'¢ < Mod(S) be the extension of G as in (1). The group I' acts on E and
the quotient F/T" is a noncompact (orbifold) S—bundle over D/G. To rectify this
noncompactness, we also consider the pull-back bundle over D

E=x"'(D)=E\ (] B;,
aeP

where By, = 7~ !(Bg) is the interior of the horoball preimage B, = 7~ '(By) for
a € P. The space E is a 4-manifold with boundary

OF = 1! (aLer 8Ba) - ag) 0B,

and the group I' acts on £ with quotient E/T" a compact S-bundle over D/G:
S — E/l - D/G.
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3.3. Moving between fibers. For any X € D let Ex = 7~ 1(X) < E be the fiber
over X, with By = Ex, denoting the fiber over Xy. The fiber Ex is canonically
identified with the universal cover S of § equipped with the (pulled back) complex
structure X and flat metric ¢x.

Given X,Y € D, let fxy: Ey — Ex be the lift of the Teichmiiller mapping to
the universal covering, which is affine with respect to the flat metrics gx and gy
on the domain and range, respectively. We note that fxy fy,z = fx,z and that
fxy is eP(XY) biLipschitz (in preferred Euclidean coordinates, fx y is given by
(u,v) > (XY )y, e=P(XY)y), Varying over all Y € D, these determine a map

fx: E— Ex, where fx|g, = fxy foranyY eD.

In the case of Xy, we simply write f = fx,: £ — Ey. For any X € D and z € E¥,
the fiber D, = f5'(x) is the unique Teichmiiller disk in T(S) through z that covers
D via the projection 7. We also consider these objects in E over D, as well, writing
D, = D, n E, which is a truncated Teichmiiller disk mapping bijectively to D.

We note that E is product, being a bundle over the contractible space D. The
product structure £ =~ D X S is quite natural; indeed, after identifying Ex with
S (for any X € D), the maps m and fx determine the projections onto the two
factors.

For any ac€ P, let fo: E — 0B,  E be defined by

foz(x) = fca(w(w))(z)a

for any x € E. In words, f, restricted to any fiber Ex is the canonical map fy x
to the fiber Ey, where Y = ¢, (X) is the p—closest point on 0B, to X.

3.4. Trees. For every a € P there is a simplicial tree T;, dual to foliation of Ej in
direction a. The action of 1.5 on Ey determines an action on T,, identifying it as
the Bass-Serre tree dual to the (core curves of the) cylinder decomposition of S in
direction .

There is a natural 7 S—equivariant map Ey — T, that pushes forward the trans-
verse measure of the foliation to a metric on T, which on each edge is a multiple
of the Euclidean metric from the simplicial structure. For any other point Y € D,
fxo,v: By — Ep maps the foliation of Fy in direction « to the foliation of Ej
in direction a. Composing the map Fy — T, with fx,y gives another “natural
map”, and the induced metrics differ only by dilation (according to the change in
transverse measures). We assemble these maps all together into

ta: B —T,,

given as the composition f: F — Ey with the map Ey — T,. From the last sentence
of Proposition 2.5, it follows that any two points X,Y on the same horocycle based
at a define the same metric on T,.

3.5. Cone points. For X € D, let X x < Ex denote the set of cone points of the
flat structure gx on Ex. We write ¥y = X x,, as a special case, and define

Y= U Yy and Y =YnE.
XeD

Note that X is the union of all Teichmiiller disks through all cone points and ¥ the
union of truncated Teichmiiller disks through cone points.
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3.6. Bundle metrics. We give E a metric d defined as follows. In E — X, the
metric is Riemannian given by the orthogonal direct sum of the flat metric in the
fiber and Poincaré metric on Teichmiiller disks, and then E can be identified as the
metric completion. As explained in §5, away from the singular locus, the metric
is locally homogeneous; see Proposition 5.3. This metric is invariant by I'. The
induced path metric in each fiber E'x is its flat metric, but the fibers are distorted.
The induced metric in each Teichmiiller disk D, is a Poincaré metric, and each
such D, is isometrically embedded with 7 restricting to an isometry D, — D.

The subspace E — F is given the induced path metric which we denote d. Since
I" acts isometrically and cocompactly on (E, d), this metric space will serve as our
quasi-isometric model for the extension group I'.

We note that ¥ is r—dense for some r > 0, which follows from the compactness
of the quotient metric space £/I'. Using the Arzela-Ascoli Theorem and the com-
pactness of E/T), it is easy to see that any sequence of paths joining z and y in E
whose lengths converge to d(z,y) has a subsequential limit that is, necessarily, a
geodesic. Thus (E,d) is a geodesic metric space.

From the G—invariant quotient p: D — D we construct a I'-invariant quotient
P: E — FE as follows. Let T, be the tree and t,: EF — T, the map described in
§3.4. We endow T, with the metric d, coming from any point on the horocycle
0B,, making T, into an R-tree. For concreteness (and for later use) we also fix
a point X, € 0B, so that d, is obtained from the push forward of the transverse
measure on the foliation of Ex_ in direction a.

Definition 3.1 (The hyperbolic space). Let P: E — E denote the quotient ob-
tained by collapsing each set B, onto T, via the map t,|5,. Equip E with the
quotient pseudo-metric d obtained from d under the (surjective) restriction

P=P|g: E—E.

We note that there is a uniform lower and upper bound of the length of every
edge of every tree Ty, since there are only finitely-many I'-orbits of edges.

Lemma 3.2 below shows that d is in fact a path metric. The main part of
Theorem 1.1 is that the metric space E is hyperbolic (see Theorem 4.1). Let
V c F be the set of all vertices of all trees T,, over all a € P. We write a: V — P
to denote the map that associates to v the direction a(v) € P so that v € Ty(,).
Given v € V, we will write B, , 0B, = 0By, etc.

The map © = 7|z: E — D descends to a quotient map 7: E — D that is
1-Lipschitz by construction (as it is the descent of a 1-Lipschitz map). For every
x € F, the image D, of D, in F is a obtained by collapsing B, n D, to a point, for
each a € P, and hence 7r|D D, > Disa bijection. In particular, each D, with its

path metric is isometric to D, and isometrically embedded in E. Objects in E, E,
and F are called vertical if they are contained in a fiber of 7, 7, or 7, respectively,
and horizontal if they are contained in D,, D,, or D,, for some z € E, E. The
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following commutative diagram summarizes the situation:

Some key features of the various metrics that we will use are highlighted in the
following two lemmas. In particular, the next lemma states that the trees T, inside
of E behave exactly as expected.

Lemma 3.2. The quotient pseudo-metric d on E is a path metric. Iihe map
P: E — E is 1-Lipschitz and is a local isometry at every point x € E — OF.
Furthermore, for every a € P,

e The induced path metric on P(0B,) = Ty is dy, the R—tree metric deter-
mined by the horocycle 0B,,.
e The subspace topology on T, c E agrees with the R—tree topology on Ty,.

Proof. The map P is 1-Lipschitz by definition of d. According to [BH99, Lemma
1.5.20], since d is a path metric, d is necessarily a path metric provided it is a
metric. Recall that for z,y € E, the quotient pseudo-metric ci(i“, ) is the infimum
of >, d(z;,y;) over all tight chains x1,y1,...,Zn, Y, from & to §, meaning that
P(x1) = 2, P(yn) = 9, and P(y;) = P(z;41) for all 1 <i <n with y; # x;41.

First suppose x € E\OF and set 3¢ = d(z,0F) > 0. Let U c E be the ball of
radius € about 2 and let z € U be arbitrary. For any y € E, consider any tight
chain 21,1 ..., 2z, yn from 2 = P(z) to § = P(y). If y1 # y, then tightness implies
y1 € OF (since P is injective on E\OE) and hence Y, d(z;,yi) = d(z1,11) > 2e.
Otherwise we have the trivial chain z = z;,4; = y with sum d(z,y). This proves

d(z,y) = d(%,7) = min{2¢,d(z,y)} forall ze U and y € E.

In particular, J(é,g) = d(z,y) for all z,y € U, proving that P is a local isometry
on E\OE. We also see that d(2,§) = 0 forces z = y and hence 2 = }, establishing
the positive definiteness of d in the case that one point lies in P(E\OE).

For o € P, let £, be the path metric on 0B, — E, and ¢, the path pseudo metric
on T,, = E. Note that £, < d,, by construction. For any X € dB,, the restriction
of Plss, = talos, to Ex is just the projection Ex — T, onto the R-tree dual to
the foliation of Ex in direction a. Since the path metric induced by d on 0B, is the
path metric coming from the Riemannian orthogonal sum of flat metrics in fibers
and horocycle length in Teichmiiller disks, we see that every path 7 in 015, satisfies

lo-length(vy) = do—length(P(7)).

Next suppose z € 0F, and say = € dB,. Since #: E — D is 1-Lipschitz, we

have d(P(z), P(y)) = p(#(P(x)), #(P(y))) > 0 for any y ¢ 0B,. For the purposes
of proving d is a metric, it therefore suffices to fix some 0 < € < % and consider

a point y € dB, such that d(P(x),P(y)) < €. Take any tight chain z1,...,y,

from & = P(z) to g = P(y) with >}, d(z;,y;) < d(%,79) + € < 2¢. By tightness,
xi,y; € OF for each 1 < i < n. If ; and y; lie in distinct components of JF,
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then d(z;,v;) = p(7(z),7(y)) = 1 by the fact that our horoballs {B,}acp are
1-separated. As this contradicts the assumption on d(zi,y;), we must have
xi,y; € 0B, for all 1 < i < n. Now let 4; be a geodesic joining z; to y; in E of length
d(ml, y;) < 2e. Hence ; lies in the e-neighborhood of 0B,. The map f,: F E — 0B,
is e‘~Lipschitz on this neighborhood, as can be seen by noting that this holds in the
fiber direction (since fxy is eP(XY) Lipschitz) and ¢, is 1-Lipschitz. Therefore
fa(7:) is apath in 0B, of length at most e“d(x;, y;). Since P(fo(y:)) = P(fa(zir1)),
the images P(f,(7;)) concatenate to give a path vy in T,, from & to § satisfying

d(#,9) < La(#,9) < da(#,9) < do-length(v)
= Z daflength( (fcx '71 Z 3’]1, yz
=1 =1

Since this holds for all tight chains, we conclude that e=¢d, (%, ) is a lower bound
on d(#, 7)) whenever 2,9 € T, satisfy d(Z,7) < e. This proves d is a metric, since
we now see that d(z, ) = 0 implies dy (2, ) = 0 and hence & = §.

Since any path in T, may be subdivided into pieces whose successive endpoints
satisfy J(i,, Zir1) < €, this also proves that £, > e ¢d, for all small € > 0. There-
fore ¢, = d, as claimed by the lemma. Finally, this argument establishes Lipschitz
inequalities e~ ¢d, < d < d, for nearby points in 7T, and, specifically, proves that
for each z € T, and all small € > 0 we have

{§eTu|da(i, i) <e} c{geTnl|d g) <e} c{feTn|dal(d g) <ee}.
Thus the R-tree and subspace topologies on T, agree, and the lemma holds. O

Although the metric onAEA’ is defined from the metric on E, the next lemma shows
that the map from E to E is equally well-behaved.

Lemma 3.3. The map P: E — E is 1-Lipschitz.

Proof. Suppose z,y € E are any two points. Given any € > 0, there is a path v from
x to y with length (1 + €)d(z,y) that decomposes as a concatenation vy = 7y -+ - Vg,
with each ; contained in E or in B,, for some o € P. Since € is arbitrary, it suffices
to prove that the length of P(v) is no greater than the length of . If 7; is a path
in £, then the d- length is equal to the d-length (since d is the path metric induced
by d), and since P is 1-Lipschitz, the length of P(7;) is no greater than the length
of 7;. On the other hand, if ; is contained in B,,, then it maps by P to the tree T,.
The restriction of P to each fiber Ex, for X € B, is 1-Lipschitz, and the horizontal
directions collapse completely, and so it is easy to see that the length of P(vy;) is
no more than that of +;, thus completing the proof. [

3.7. Spines. For any o € P and X € D, we consider the union of the set of all
saddle connections in direction a in E'x. The components of this space are precisely
the preimages of vertices of v € T, under the map to|p, = Po fx, x: Ex — Ta.
For a vertex v € T\") = V and X € D, we write 0% —= (talEx )71 (v) © Ex for this
component, which we call the v—spine in Fx. The closure of each component of
U o
UET&O)
is an infinite strip covering a Euclidean cylinder in direction a.. For each v, let ©%
be the union of 0% together with all these infinite strips that meet 6%, which we
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call the thickened v-spine in Ex. Note that fxy maps 6y and ©Y5, respectively,
to 0% and ©Y%, respectively.
The union of the v—spines and thickened v—spines over 0B, are denoted
0= ) ox e = (] ex.
X€eoB, X€eoB,
These are bundles over 0B, which we call the v—spine bundle and the thickened

v—spine bundle. These bundles are only used for organizational purposes in this
paper, but will play a more fundamental role in the sequel [DDLS21].

Lemma 3.4. There exists a constant M > 0 such that

(1) For every X € D, every saddle connection in Ex has length at least ﬁ

(2) For each v eV and X € 0B, every saddle connection in 6% has length at
most M and every strip in ©% has width at most M and at least ﬁ In
particular, for points X € 0B, the saddle connections and strips of Ex in
direction o € P have, respectively, uniformly bounded lengths and widths.

(3) For every X € D, there is a triangulation of Ex by saddle connections so
that the triangles have diameters at most M and interior angles at least ﬁ

Proof. For each X € D, the fiber Ex is canonically identified with the universal
cover of the closed surface S equipped with the flat metric for the quadratic differen-
tial ¢x. The existence of a (finite) triangulation of (S, X, ¢x) by saddle connections
follows from [MS91], and we lift this to a triangulation of Fx.

Since (5, X, gx) has finitely many cone points, there is a lower bound on the flat
distance between any two cone points and hence a lower bound on the length of any
saddle connection on Ex. For each o € P, the flat surface (5, X, ¢x) decomposes
into finitely many cylinders in direction a whose boundary curves are geodesic
concatenations of saddle connections in direction «. In particular, (S, X, gx) has
only finitely many saddle connections in the « direction. Since the strips and saddle
connections in the « direction on Ex are precisely the preimages of these finitely
many cylinders and saddle connections on (S, ¢x ), there is a maximal width/length
of any strip/saddle connection on Ex in the a direction.

Items (1) and (3) follow from compactness of D/G. Item (2) follows from the
facts that widths/lengths of strips/saddle connections in direction « over a 0B,, are
constant (Proposition 2.5) and that there are only finitely many G-orbits in P. O

3.8. A useful diagram. Figure 1 collects many of the main pieces of the setup
for the paper. The truncated Teichmiiller disk D is the base of the H?-bundle E.
The rest of the pieces include:

(a) Three 1-separated horoballs.

(b) A horoball in the direction 5 with the chosen basepoint Xg. Twisting via
the multitwist 74 € G moves Xz along the horocycle.

(c¢) Two fibers in the universal cover, dBg, of the graph manifold which is the
bundle over the horocycle in direction 3. The fibers Ex, and E.,(x,) are
above Xg and 753(Xg), respectively. The multitwist 75 induces shearing in
the fibers.

(d) A horoball in the direction «, with the chosen basepoint X, and its horo-
cycle 0B,,.

(e) The fiber Ey over the basepoint Xy. A flat geodesic v between cone points
in the fiber Ej is a concatenation of saddle connections. The fiber Ey maps
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(C) 685 (8) (f)

FIGURE 1. A cartoon of key aspects of E and E over D and D, respectively.

to the fiber Ex_ by the lift fx_ of the Teichmiiller mapping between X
and X, .

(f) The fiber Ex, over the horocyclic point X,. The spine 6% in direction a
is in red, with the thickened spine neighborhood ©%  indicated in lavender.
Other spines stick off from the boundary of ©% .

(g) The tree T, for the direction o with the map t.|gy, : Ex, — Ta. The
various spines are collapsed to the vertices and two spines are connected by
an edge in Ty, if their neighborhoods meet. The length of an edge of Ty, is
the width of the strip in Ex_, mapping to it.

3.9. Combinatorial paths and distances. In studying E and E , it will be help-
ful to utilize certain well-behaved paths that, in particular, allow us to understand
when pairs of points are bounded distance apart. The following lemma provides
coarse geometric information about distances in combinatorial terms. It will be
used primarily in the sequel [DDLS21].

Lemma 3.5. There exists R > 0 so that any two points z,y € ¥ are connected in E
by a path of length at most Rd(x,y) that is a concatenation of at most Rd(x,y) + 1
pieces, each of which is either a saddle connection of length at most R in a vertical

vertical fiber, or a horizontal geodesic segment in E.

Proof. Take a geodesic 7' in E joining z,y € ¥. Let L < d(x,y) be the length of
the projected path 7(v’) in D, and choose an integer n so that n — 1 < L < n.
Divide ' into n subpaths ' = ~} - - -4/, such that 7(v}) has length L/n < 1. Let
x)_,, ! be the endpoints of 7/ and set X; = 7(z%) € D. For each 0 < i < n, the
diameter bound for a triangulation as in Lemma 3.4 allows us to connect z} € Ex;
to some cone point x; € X x, by a vertical path of length at most M. Append these
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to the endpoints of 7, to obtain a path i from x;_; to z; with 7(;) = 7(v}). These
concatenate to give a path v = v; ---~, in E joining z to y of total length
length(y) < d(x,y) + 2M(n — 1) < d(x,y) + 2M L < (2M + 1)d(x,y).

For each 0 < i < m, set y; = fx, x,_,(x;—1) and connect x;_1 to y; by a horizontal
geodesic h;. Note that h; has length at most that of 7(v/). As noted in §3.3, fx y
is e?(X-Y) biLipschitz, and hence on 7~ !(B; (X)), fx, is e-Lipschitz. Therefore

= fx,() a path in Ex, whose length is at most e times the length of ~;.
Pushing ) into the 1-skeleton of the triangulation of Ex, produces a new path p;,
whose length grows by another fixed factor, that connects y; to x; via a sequence
of vertical saddle connections of length at most M.

Putting it all together, we have a path hyu - - h,u, from x to y consisting of
horizontal geodesics h; and vertical saddle connections of length at most M. The
horizontal pieces contribute total length

n
Z d-length(h;) < Z p-length(7 (7)) < d-length(v') = d(z,y).
=1 1=1
Similarly, the vertical pieces contribute total length at most a fixed multiple of
d-length(y) < (2M + 1)d(z,y). Hence the length of hq -« hypy, is bounded as
desired. Since each saddle connection has length bounded below (Lemma 3.4), the
number of saddle connections in this concatenation is linearly bounded by d(z,y),
and the number of horizontal pieces is n < L + 1 < d(z,y) + 1. O

The following lemma allows us to approximate arbitrary points in E by the
“nicer” subset V c E.

Lemma 3.6. There exists Rg > 0 so that V is Rg—dense in E.

Proof. This follows from the fact that V is I'-invariant and that E/F is compact,
being the continuous image of E/I" under the descent of P: E — E. O

We will control distances in E with the following type of nicely behaved paths.

Definition 3.7. A horizontal jump in E is the image under P of a geodesic in D,
for some z € X, that connects two components of 0D, and whose interior is disjoint
from 0D,. A combinatorial path in E is a concatenation of horizontal jumps.

Note that every horizontal jump in E connects points of V., by construction,
and has length at least 1. Indeed, for distinct a, o’ € P, the points #(P(B,)) and
#(P(By)) have distance at least 1. Since # is 1-Lipschitz, any path joining 0Bq
to 0By in E thus projects to a path of length at least 1 in E. In particular, the
number of jumps in a combinatorial path is bounded by the path’s total length.

Lemma 3.8. There is constant C > 0 such that any pair of points z,y € V may
be connected by a combinatorial path of length at most Cd(x,y) that, in particular,
consists of at most Cd(x,y) horizontal jumps.

Proof. For a € P, let £, be the path metric on 0B, c E. Also let £, be the path
metric on T, C E which, recall from Lemma 3.2, is the R—tree metric dual to the
foliation of Ex, . Finally, let ¥, = ¥ ndB,, and note that there exists some K > 30,
independent of o € P, such that each z € 083, satisfies d(z,w) < K /30 for some
w € ¥g; indeed by Lemma 3.4(3) we may take K = 30M. As a first step towards
the lemma, we show how to jump between points of P(X,,):
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Claim 3.9. There exists R' > 0 such that any pair of points vi,vs € P(¥,) < V
may be connected by a combinatorial path of length at most Rl (v1,v2).

Proof of Claim 3.9. By decomposing a T,—geodesic from vy to vy into its edges, it
suffices to suppose v; and vy are adjacent vertices of T,,. Pick any point X € 0B,
and consider the restriction P |Ey 1 Ex — T,. The preimage of vy, v2 under this map
are adjacent spines 6%, 6% which are separated by a strip whose width is bounded
by Lemma 3.4. Therefore we may pick a bounded-length saddle connection o ¢ Ex
joining cone points y; € 0% to y2 € 0.

Let 8 € P be the direction of ¢. Since ¢ has bounded length, X is bounded
distance in D from some point Y in the horocycle dBg. Let z; = fy x(y;) and let
h; be the horizontal geodesic in D,, from y; to z;. By definition, the P-image of
each component of h; N D, is a horizontal jump in E. Each of these jumps has
length at most p(X,Y) which itself is uniformly bounded. The saddle connection
fy.x (o) in Ey is collapsed to a point by P. Hence taking the jumps from h; and
then coming back along the jumps from hy gives a bounded length combinatorial
path in £ from v; to ve. Since Lo (v1,v2) is uniformly bounded below (by the
minimal length of an edge in T,) the claim follows. (|

Claim 3.10. Ifz,y,e V and r = J(a:,y) > 0, then = and y can be connected by a
combinatorial path of length < 4R'eX"r.

Proof. Let x1,y1,...,%n,Yn € E be any tight chain from P(z) to P(y), as in
Lemma 3.2, with >."" d(z;,y;) < 2r. By tightness and the fact P(z1), P(y,) € V,
we have x;,y; € OF for all 1 < i < n. We note, moreover, that Yi, T;1 lie in a
common boundary component 0B, for each 1 < i < n.

We call a pair x;,y; along this chain a skip (in contrast to a jump) if x; € B,
and y; € 0Bg for distinct directions o, 3 € P. Observe that in this case d(z;,y;) > 1
since the horoballs B,, Bg are 1-separated. Choose nearby points w; € ¥, and
z; € ¥g so that d(x;, w;), d(2;, w;) < K/30. Therefore

d(wi, w;) + d(wg, 2;) + d(2i, y:) < % +d(wi,y:) < gd(fﬂi,yi)-
Now insert copies of w;, z; to get a new chain ..., x;, w;, w;, 2, 2i, Yi, . . . (of 2(n+2)
elements) where the skip w;, z; is between points of ¥ ndE. Making an insertion for
each skip and relabeling, as necessary, we henceforth assume our chain z1,...,y,
has 1" | d(x;,y;) < Kr/3, lies in 0F, and only skips between points of .

Consider again a skip x;,y; of our improved chain, say with z; € £,. Let Z; € D
be the closest point on 0B, to 7(y;), and let z; € B, N Dyi c ¥, be its lift to the
Teichmiiller disk D,,. By construction of d, the p—geodesic from 7 (y;) to Z; = 7(z;)
lifts to a path from y; to z; in E with the same length. Since any path +/ from y;
to 0B, has

length(y') > length(7(v')) = p(7(2:)), 7 () = d(yi, i),
we see that d(z;, ;) < d(z;,y;). Therefore, by the triangle inequality, we have
(i, 2i) + d(zi,yi) < d(@i,yi) + 2d(yi, 2i) < 3d(w4, i)

This means we may insert z; to get a new chain ..., x;, z;, 2;, ¥;, ... whose dis-
tance sum is at most Kr. Making such an adjustment for each skip and relabel-
ing if necessary, we may now assume that our chain xi,...,y, lies in JF, that

Z?:l d(x;,y;) < Kr, and that each skip is horizontal and between points of ¥,
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meaning that z;,y; € ¥ lie in the same Teichmiiller disk D,, = D,, whenever they
lie in distinct components of OF.

Now suppose that « € P and 1 < j < k < n are such that the points
Zj,Yj,-- > Th, Y all lie in dB,. For each j < i < k, the pair z;,y; may be joined
by a path 7; in E of length at most 2d(z;,v;) < 2Kr. Hence 7; is contained in
the Kr-neighborhood of 0B, in E. Since the map f,: E — 0B, is e Lipschitz
on this set and restricts to the identity of 0B,, we conclude f,(7;) has length at
most 2eX7d(z;,y;). Since P is 1-Lipschitz, the images of the paths f,(v;) under P
therefore concatenate to yield a path in T}, from P(z;) to P(zy) of length at most

k k

D length(fa(vi)) < 2657 Y d(wi, s)-

i=j i=j
Since P(zy), P(z;) € P(£,), we may now use Claim 3.9 to construct a combinato-
rial path from P(x;) to P(z)) of length at most 2R/ e&" ZZ:I« d(w, i)

On the other hand, for each skip x;,y; in our chain the horizontal geodesic in

D,, = Dyi from w; to y; projects to a combinatorial path from P(xz;) to P(y;)
of length at most d(z;,y;). Concatenating these with the paths produced above

for each maximal subchain zj,y;,..., 2y, y; in some common component 0B, we
finally produce a combinatorial path from z = P(z1) to y = P(yn) of length at
most 2R eX™ Y7 d(wi,y;) < AR'eX7r. O

We now show lemma, holds for C = 36 R'e*(Fo_where Ry is the density constant
from Lemma 3.6. If r = J(m,y) < 3Ry, then the above produces a combinatorial
path from z to y of length at most %aAl(x, y), as desired. If r > 3Ry, then we may
join z to y by a path 7 of length at most 2r. Subdivide « into n = [length(~y)/Ry]
subsegments of equal length at most Ry. By Lemma 3.6, each subdivision point is
within distance Ry of V. In this way, we obtain a sequence x = xg,...,x, =y in V
with ci(xi, xit1) < 3Ry for each i. Connecting each x; to z;41 by a combinatorial
path of length at most %Ro, we obtain a combinatorial path from = to y of length
at most %Ron. Since Ron < length(y) + Ry < 3d(z,y), we are done. O

4. HYPERBOLICITY OF E

The goal of this section is to prove the following.
Theorem 4.1. The space E is hyperbolic.

This is achieved by applying the hyperbolicity criterion given by Proposition 2.2
(Guessing geodesics) to the collection of (collapsed) preferred paths—a special type
of combinatorial path as in Definition 3.7—which we now describe.

4.1. Preferred paths. For any two points x,y € X, our next goal is to construct a
particular path ¢(z,y) from x to y. Recall that the map f = fx,: E — Ey = Ex,
was defined in §3.3. Further, recall from §3.6 that for each a € P we have fixed
a point X, € B,. To begin, we connect the points f(z), f(y) € Ep by a geodesic
segment [f(z), f(y)] in the flat metric g of Ey. This geodesic is a concatenation of
saddle connections in Ej,

[f(2), f()] = 0102 - - 0,
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where the saddle connection o; has direction a; € P. Foreach 1 <i < k, let z;_1, 2z;
be the initial and terminal endpoints, respectively, of o;.

Roughly speaking, ¢(x,y) is the path constructed as follows. First, start at « and
follow a horizontal geodesic in E to the fiber Ex, < 0B, where saddle connections
in direction o are short. The path then traverses the saddle connection o in
Ex,,, then continues on along a horizontal geodesic to the fiber Ex, < 0B,, and
traverses the next saddle connection o3. The path continues in this way traversing
horizontal geodesic segments followed by short saddle connections, as dictated by
[f(z), f(y)], until all of the saddle connections o; have been traversed and the path
can go to y along a horizontal geodesic.

More formally, we let ¢(z,y) be the concatenation of segments

(4) s(z,y) = hoyihiyzhe - - Yihe

defined as follows. For each ¢ = 1,... k, ; is the saddle connection
Y = fx,, (0i) = Ex,. .

The paths h; are horizontal geodesic segments making ¢(x,y) into a path. More
precisely, let v, ,~;" denote the initial and terminal endpoints of v;, respectively,
and observe that for i = 1,...,k — 1, we have

Vi v € D2, w75 € Dsy, and y, v € D,

Then for i = 1,...,k — 1, h; is the geodesic from ;" to v, in D,,, and hg and hy
are the geodesic segments from z to v, and 7,? toy in D,, and D,, , respectively.
We call the segments v; the saddle pieces and the h; the horizontal pieces. We
note that when ; and ~;,1 are in the same direction, then h; is degenerate. Also
observe that the construction is symmetric: ¢(x,y) and ¢(y,x) are the same paths
with opposite orientations.

We call ¢(z,y) the preferred path from = to y. We can push preferred paths
forward via the 1-Lipschitz map P: E — E (Lemma 3.3) and thus consider the
image ¢(z,y) = P(s(x,y)). We will call {(z,y) a collapsed preferred path. Note that
collapsed preferred paths are combinatorial paths. The key fact about these paths
needed to prove that Eis hyperbolic is the following.

Theorem 4.2. There exists § > 0 so that collapsed preferred paths form d—slim
triangles. That is, for any x,y,z € 3, we have

S(z,y) = Ns(S(2,2) v iy, 2)).

We divide the proof of this theorem into a sequence of lemmas, which requires
some further setup and notation, and occupies the bulk of this section. Before we
do that, however, we assume Theorem 4.2 and use it to prove Theorem 4.1.

Although the preferred paths depend on the choice of basepoints X, for each
«a € P, all choices produce collapsed preferred paths that have uniformly bounded
Hausdorff distance to geodesics (see Proposition 2.2), and hence each other. The
fact that that all choices are uniformly bounded Hausdorff distance can also be
shown more directly via the arguments that follow. In any case, we do not need
this fact to apply Proposition 2.2.

4.2. Hyperbolicity. Given u,v € V, define

L(“’vv) = Uf(xvy)a
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where the union is taken over all x € 0" "3 and y € 0¥ N X (see §3.7 for notation).
Since ¢(z,y) is a finite length path connecting « and y and P is Lipschitz, it follows
that L(u,v) is a rectifiably path connected set containing both u and wv.

Lemma 4.3. Suppose u,v e V. For any x € 0“ N3 and y € 0¥ N2 we have
(5) L(u,v) © Nas(<(z,y))

where § > 0 is the constant from Theorem j.2.

Proof. Let ' € 0 n'¥ and y' € 0¥ n ¥ be any points. Since [f(z), f(2')] is a
concatenation of saddle connections all in direction o(u) and since z, 2" € By (y), we
have ¢(z,2') = {u}. Similarly, <(y,y’) = {v}. Now by Theorem 4.2, we have

(@, y) = Ns(S(z,y) vz, 2)) = Ns(S(2,y)),
and
<(@',y) @ Ns(Q(a', y) iy, ) = Ns(S(a',y)) = Nas(S(w,p)).
Since z’, 3’ were arbitrary, the result follows. O

Recall from Lemma 3.6 that V is Ry dense in E.

Lemma 4.4. There exists a constant C > 0 so that if u,v € V with ci(u, v) < 3Ry,
then diam(L(u,v)) < C.

Proof. Let x € 0% "X and y € 0¥ n X. By Lemma 3.8, there is a bounded length
combinatorial path connecting P(x) = u to P(y) = v which is a concatenation of n
horizontal jumps, where the bound on the length and the number n depends only
on Ry. Fach such horizontal jump is a collapsed preferred path.

By iterated application of Theorem 4.2 one can show that ¢(x,y) is contained in
the nd—neighborhood of this combinatorial path, and hence has uniformly bounded
diameter. O

The proof of Theorem 4.1 is now an easy consequence:

Proof of Theorem 4.1. Since V E is Ry dense by Lemma 3.6, we need only verify
the sets L(u,v) satisfy the two conditions of Proposition 2.2. Theorem 4.2 and
Lemma 4.3 immediately imply the sets L(u,v) form 3d-slim triangles, verifying
condition (1), and Lemma 4.4 precisely gives condition (2). O

We now record a corollary of Theorem 4.1:

Corollary 4.5. Let Tq,..., Y < T be representatives of the conjugacy classes of
vertex subgroups, and let S be any finite generating set for I'. Then the Cayley
graph Cay(T', S v |J7Y;) is T—equivariantly quasi-isometric to E’, and in particular
it s hyperbolic.

Proof. This follows from Theorem 4.1 and the fact that the Cayley graph described
in the statement is quasi-isometric to E by the version of the Schwartz-Milnor
Lemma given by [CCO07, Theorem 5.1].

In fact, the action of I' on F is cocompact since the action of ' on E is, and
the natural map from E to E is continuous. Point-stabilizers for the action on E
are either trivial or conjugate into one of the subgroups described in the statement.
Finally, discreteness of orbits follows considering separately points outside of the
T, (which have neighborhoods isometric to open sets of E), vertices of the T,,, and
points along edges of the T, in the latter two cases appealing to Lemma 3.2. [
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‘We now move on to the analysis of triangles of collapsed preferred paths necessary
to prove Theorem 4.2.

4.3. (Non)degenerate triangles. The proof of Theorem 4.1 relies on an analysis
of geodesic triangles in the base fiber Fy with cone point vertices. Given any
T,Y, Z € X, write

Alz,y,2) = Af(2), f(y), [(2)) = [f(2), [ v [f(y), F(2)] 0 [£(2), f ()]

for the associated geodesic reference triangle in Ey. Such a triangle may have some
degenerate corners where the initial geodesic segments emanating from a vertex
share a number of saddle connections. See Figure 2. As illustrated in the figure,
there is a subtriangle A’ < A, any two distinct edges of which intersect in exactly
one point (an endpoint). The fact that geodesic triangles in Ey actually fit this
description is easily deduced from the fact that the flat metric on Fjy is uniquely
geodesic, as it is CAT(0). If A = A’ then we say that A is nondegenerate, and
otherwise it is degenerate.

Let AS(x,y,2) = E be the triangle of preferred paths and AS(z,y,2) < E
its image in the collapsed space. We say that these triangles are degenerate or
nondegenerate according to whether A(x,y, z) is.

FIGURE 2. A general triangle A in Ey. The nondegenerate sub-
triangle A’ = A is shown in bold.

Lemma 4.6. If there exists § > 0 so that every nondegenerate triangle A*(z,y, 2)
is d—slim, then the same is true for degenerate triangles of collapsed preferred paths.

In particular, to prove Theorem 4.2, it suffices to prove that nondegenerate
triangles of collapsed preferred paths are J—slim.

Proof. Assume all nondegenerate triangles of collapsed preferred paths are é—slim
for some ¢, and let z,y, z € ¥ be any points. If [f(x), f(y)]n[f(x), f(z)] = o1 ops
where o; is a saddle connection, then the preferred paths from z to y and from z to z
agree on the first r horizontal pieces and r saddle pieces. Likewise for the segments
starting at y and z. Points along the common paths are within distance 0 of another
side. After excising these common paths, we are left with a nondegenerate triangle
of preferred paths, which is é—slim by assumption. In particular, the distance from
any point on one side of the original triangle either has distance 0 or distance at
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most d from some point on one of the other sides, thus the original (arbitrary)
triangle is d—slim. O

4.4. Decomposing triangles. To prove Theorem 4.2, we can restrict our atten-
tion to points x,y, z for which the reference triangle A(x,y,z) in the base fiber
Ey is nondegenerate, by Lemma 4.6. Our analysis of the collapsed preferred paths
of nondegenerate triangles is then carried out in steps by analyzing increasingly
complicated reference triangles. We now prove two lemmas which will be useful for
decomposing more complicated triangles in the base fiber into simpler pieces.

Lemma 4.7. Given cone points x,y, z € Yo, if Ax,y, z) is nondegenerate, then it
bounds a topological 2—simplex (also denoted A(x,y, z)) which is convex and has no
cone points in its interior.

Proof. To see that A(x,y, z) bounds a convex topological 2-simplex, we notice that
we can obtain the simplex by prolonging the sides to geodesic lines, and intersecting
half-spaces bounded by these lines.

Let N > 0 denote the number of cone points in the interior of A = A(z,y, 2),
each of which has cone angle at least 3w. The double A’ of A along its boundary is
a topological sphere. If a, b, ¢ > 0 are the interior angles of the vertices of A(x,y, 2),
then A’ has cone angles 2a, 2b, 2¢ at these points. Every other point of A’ has cone
angle at least 27; this is because all interior points of A(x,y, z) have angle at least
27 and all non-vertex points on the boundary of A have interior angle at least m
since the sides are geodesics. The curvature at a point is 27 minus the cone angle
at that point, and each of the 2NV cone points in A’ coming from the N cone points
in the interior of A have curvature < —m. The Gauss—Bonnet theorem implies
the total curvature of A’ (the sum of the curvatures over all the cone points) is
2w x(A’) = 4m, and therefore

4 < (21 — 2a)+ (27 — 2b)+ (27 — 2¢) — 2N7 < 67 — 2N 7.
Thus 2N7 < 27, which is only possible if N = 0. (]

The next lemma will be our main tool for decomposing triangles in the base
fiber.

Lemma 4.8. Let x,y,z € X9 < Ey be cone points defining a nondegenerate triangle
A(z,y, z). Let vy be the flat geodesic from x to a cone point w in the interior of the
opposite side [y, z] in A(x,y,z). Then 7 is the union of a proper subsegment v of
either [x,y] or [z, z] and a single saddle p1 in the interior of A(x,y, z) ending at w.

Proof. The geodesic v must lie in A(z,y, z) by convexity (Lemma 4.7). Starting
from z, if v does not immediately enter the interior of A(z,y, z), then it must run
along one of the edges for some time, then leave that edge. Note that once it leaves
the edge it cannot return to it as this would produce two geodesic segments between
a pair of points, contradicting the CAT(0) condition. The segment cannot follow
that edge all the way to one of the other vertices, for then it can be continued
beyond w to the third vertex, giving two distinct geodesics between x and the
third vertex, a contradiction again (because A(z,y, z) is nondegenerate). It must
therefore leave the edge it is following before reaching the vertex. By a similar
reasoning, the segment cannot run along the side opposite x for any of its length,
for we could then again continue to another vertex of the triangle and produce two
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I
I

Yy w z Y w z Y w z

FIGURE 3. Possible configurations of geodesic segments from x to a
cone point w in the interior of [y, z] (shown as thickened lines). The
portion in the interior of A(z,y,2) is a single saddle connection.
In the left-most picture v is just the point z.

distinct geodesics between a pair of points, a contradiction once again. Finally, the
fact that the part in the interior of A(z,y,z) is a single saddle connection comes
from the fact that there are no cone points in the interior by Lemma 4.7. [

4.5. Euclidean triangles. We now begin by analyzing the simplest type of non-
degenerate triangles. Given z,y, z € ¥, the triangle A(x,y, 2) is called Fuclidean,
if it is nondegenerate, and each side consists of a single saddle connection.

Lemma 4.9. For any Euclidean triangle A(z,y, z), there exists a unique point
X € D such that fx(A(z,y,2)) is an equilateral triangle.

We call the point X in this lemma the balance point of A(z,y, 2).

Proof. Recall that the points of D parameterize all affine deformations of the flat
metric ¢. Since A(z,y, z) bounds a 2-simplex with no cone points in its interior
(Lemma 4.7), we may develop the entire 2—simplex into C via preferred coordinates
for ¢q. The image is a triangle in C, and we choose any A € SLy(R) so that the
associated real linear transformation sends the triangle to an equilateral triangle.
Setting (X, gx) = A-(Xo, q), we have fx (A(x,y, z)) is equilateral since the preferred
coordinates for A - ¢ differ from those for ¢ by composing with A; see §2.8. If Y € D
and fy(A(x,y,z)) is equilateral, then the affine map fy x maps the equilateral
triangle fx (A(z,y, 2)) to the equilateral triangle fy (A(x,y,z)). Therefore fx y is
conformal, and hence X =Y. O

The following lemma is an immediate consequence of [SW10, Theorem 1.2] which
states that there are only finitely many triangles with area above any given number
€ > 0. We will use this lemma repeatedly to bound the distance between certain
pairs of horoballs in the proof of Lemma 4.12 below.

Lemma 4.10. There exists A > 0 so that the area of any Fuclidean triangle
A(z,y, z) is at most A. Consequently, if X is the balance point of A(x,y, z), then
each side of fx(A(x,y, 2)) has length at most 2v/A. In particular, the balance point
lies uniformly close to all 3 horoballs corresponding to the directions of the sides of

Az, y, z). O

4.6. Fans. The next simplest type of nondegenerate triangles are those built from
Euclidean triangles in the pattern of a “fan”. The analysis of the associated col-
lapsed preferred paths of triangles in this case is the key technical result behind the
proof of Theorem 4.2. We now proceed to the precise description of these triangles
and their analysis.
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Given z,y, z € X, the triangle A(z,y, z) in Ey is called a fan if it is nondegenerate
and at least two sides consist of a single saddle connection. By Lemma 4.8, each
geodesic between a cone point in the interior of the third side to the vertex opposite
that side is a single saddle connection. It follows that fans decompose into unions
of Euclidean triangles, all of which have a common vertex. See Figure 4.

We say that two saddle connections in a fiber Ex span a triangle if they share
an endpoint and the flat geodesic joining their other endpoints is a single (possibly
degenerate) saddle connection. Given a saddle connection ¢ in some fiber Ex, let
us write P(o) < P for the set of directions of all saddle connections that span a
triangle with o. Notice that the direction of ¢ is contained in P(o) since o spans
a (degenerate) triangle with itself. Denote

B(o)= (] Ba
a€eP(o)
for the union of horoballs at these directions. Similarly, taking horoball preimages,
we denote B(0) = Jyep () Bo-
The utility of this notion comes from the following corollary of Lemma 4.10.

Corollary 4.11. There exists A’ > 0 so that for each saddle connection o in the
direction « the following holds. For any € P(o) we have d(By, Bg) < A" in D.

We now show that fans give rise to slim triangles of collapsed preferred paths,
and we moreover give a criterion, in terms of the notions that we just defined, for
the triangle to be coarsely degenerate.

Lemma 4.12 (Fan lemma). There exists a constant &' > 0 such that if the geodesic
triangle A(x,y,z) in Ey is a fan, where x,y,z € X, then the triangle AS(z,y, z)
of collapsed preferred paths is 6'—slim. If, furthermore, [f(x), f(y)] = o, and
[f(y), f(2)] = 0. are each a single saddle connection and y lies on a geodesic
in D, with respective endpoints in B(c,) and B(oy), then the collapsed preferred
paths satisfy

é(;v,y),f(y,z) < Ny (é(m,z)) and €(m,z) < N5’(€(x7y) Y f(yvz))

We will make frequent (sometimes implicit) use of the following fact about the
geometry of the hyperbolic plane; see e.g. [GMO08, Lemma 4.5].

Lemma 4.13. If pointsv,w € D respectively lie within bounded distance of horoballs
B, Bg, for o, 3 € P, then the geodesic joining v to w lies within a uniform neigh-
borhood of B, U B and the shortest geodesic joining these horoballs. O

Hence, if hy,ho are horizontal geodesics in some Teichmiiller disc D, whose
endpoints lie within bounded distance of the same horoball preimages B, and Bg,
then P(hy) and P(hs) have bounded Hausdorff distance in E.

Proof of Lemma 4.12. In what follows, we will often lift objects (points, paths,
etc) from D to a horizontal disk D,,, through a point w € E. When we can do so
without confusion, we will use the same name for the object in D and in D,,, to
avoid introducing even more notation than is already necessary.

As depicted in Figure 4, we can express the three sides of A(x,y,2) < Ey as
concatenations of saddle connections:

[f(@), fW)] = 0= [f(y), [(2)] = 0a, and  [f(2), f(2)] = 0102 -+ - 0%
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FIGURE 4. A fan A(x,y,z) < Ep, in which [f(z), f(y)] and
[f(y), f(2)] are both a single saddle connection.

For each index = € {z,x,1,...,k}, write oy, € P for the direction of the saddle
connection oy and set vy = fxa* (04). We may then write

g(x,y) = h’zfyzh’lz and §(y,2) = hlx’)ﬁLhu

where h, is the horizontal geodesic from z to X, in D, k), the geodesic from X, _
to y in Dy, h!, the geodesic from y to X, in D,, and h, the geodesic from X, to
z in D,. We also have

s(x, 2) = hoyihivaha - - - Yihi

where hg is is the geodesic from x to X,, in D, hi the geodesic from X,, to z in
D, and h; the geodesic from X,, to X,, , in D,Y+ = Df for each 1 < i < k.
(3 i+1
Let hj, be the horizontal geodesic from X, to X,, in D,. The three paths h’,
h;, h!, form a geodesic triangle in the 2-hyperbolic space D, ; thus we have

B, < No(Bly URL), Bl c No(h, Uh,), and hl < Ny(h, U ).

Since P: E — E is 1-Lipschitz; the collapsed horizontal segments P(h), P(R.),
and P(h;) also form a 2-slim triangle. Therefore, the first conclusion of the lemma
follows from the following claim, which we prove below.

Claim 4.14. The collapsed paths P(h.v.hy~y:he) and P(hoyihiyehs ... ykhy) =
P(s(x, 2)) have uniformly bounded Hausdorff distance.

Now we argue that the claim also implies the ‘furthermore’ conclusion of the
lemma. Assume that y lies on a geodesic g in D, with endpoints in B(o,) and
B(o,). This means that there are saddle connections ¢/, and ¢/, spanning triangles
T, and T, with o, and o,, respectively, such that the endpoints of g lie over
the horoballs B/, and B, for the directions of ¢/, and ¢/, (meaning that = of the
endpoints lie on the prescribed horoballs). By Corollary 4.11, the endpoints of hj,
lie over horoballs close to B, and By, respectively. In particular, P(g) and P(h)
lie within uniformly bounded Hausdorff distance (Lemma 4.13).
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We now see that the sets
P(h})u P(h}) and P(h;)

have uniformly bounded Hausdorff distance, since R, is a geodesic sharing an
endpoint with hj, while the P-image of the other endpoint y is close to P(hy),
and similarly for hl. Therefore, the ‘furthermore’ conclusion of the lemma fol-
lows from Claim 4.14 as well. This concludes the proof of Lemma 4.12, assuming
Claim 4.14. O

Before we prove Claim 4.14, we need a little more notation and another claim.
We let T; — Ey be the Euclidean triangle determined by f(y) and the saddle
connection o;, that is, with vertices f(y), o;, and o;". We call o; the base of
T; and 75 = [o], f(y)] the sides of T;. Let )\; and p; denote the angles of T;
between o; and the sides 7,7 and Tf, respectively; see Figure 4. For any X € D,
we write T;(X), 0;(X), \i(X), etc., for the corresponding pieces of the image fan
Ax = fx(A(z,y,2)) in the fiber Ex. Let b; € D denote the balance point for the
Euclidean triangle T;, and h the geodesic in D from by to by.

The next claim is the key to proving Claim 4.14 (and is perhaps the biggest
miracle in the proof of hyperbolicity of E) Roughly, it says that as we traverse h
from b; to by in D, each of the saddle connections o1, ...,0r become bounded in
length when viewed in the fibers over h, and that the times when they are bounded
occur in order.

Claim 4.15. There are points ty,...,tx appearing in order along the geodesic h
that respectively lie within uniformly bounded distance of the horoballs B, , . . . Ba, -

Proof of Claim 4.15. Denote lengths of saddle connections by len(-). We find points
t; as in the statement with len(o;(¢;)) uniformly bounded for each i = 1,...,k. By
Lemma 4.10, we may take t; = by and tx = by.

First observe that for any X € D we have

MX) < (X)) <...<X(X) and p1(X) > pa(X) > - > pp(X).

Indeed, X\;(X) + p;(X) < 7 by the fact that these are two angles of the Euclidean
triangle T;(X), whereas p;(X) + X\i+1(X) = 7 by the fact that o1(X)---op(X) is
a geodesic in Ex. Thus A;(X) < A;j+1(X), proving the claimed inequalities for the
Ai; the ones for the p; can be proven similarly.

Since T3 (b1) and T (by) are equilateral, for each 1 < i < k we thus have

pilb1) < pr(br) = 5 = Aulbi) > Ai(b)-

On the other hand, since o1 (X) - - - 0%(X) forms a geodesic in any fiber Ex, we also
have that pg_1(bg) + Ax(br) = 7 and p1(b1) + A2(b1) = 7. Hence, again for each
1 < i < k, we have
27
3
Using the intermediate value theorem, for each 1 < ¢ < k we define [;,7; € D to be
the first points along the geodesic h such that A;(l;) = 7/2 and p;(r;) = 7/2.

Let us use < to denote the natural order along h (oriented from by to by ). Notice
that A\;(r;) < m/2 (since p;(r;) + Ai(r;) < 7). As we also have \;(b1) > 7/2, the
definition of I; implies that {; < r;. The fact p;(l;41) + Niy1(li+1) = 7 further

pi(be) = pr—1(br) = = < Aa(b1) < Xi(b1).



EXTENSIONS OF VEECH GROUPS I: A HYPERBOLIC ACTION 29

implies p;(l;+1) = 7/2. Since p;(b1) < 7/2, the definition of r; gives r; < l;11. Thus
our points along the geodesic h = [by, bi] are ordered as

by =t1 <lag<rg <...<lp—1 <1y <ty = by.

To complete the proof, it now suffices to show, for each 1 < i < k, that there is
a point t; € [I;,r;] with o;(¢;) of uniformly bounded length. Then by Lemma 4.10
we have

len(7; (1)) - len(o;(1;

) = 2area(T;(l;)) < 24, and
len(7;" (r;)) - len(o; (r;

. ) = 2area(T;(r;)) < 2A.

If len(o;(1;)) < 2v/A or len(oy(r;)) < 2v/A we are done. Otherwise len(r; (1;)) <
VA and len(7;" (r;)) < v/A. Thus [; lies within bounded distance of the horoball for
the direction 7;, and r; lies within bounded distance of the horoball for the direction
;5. Since the balance point b; for T; lies close to both of these horoballs by Lemma
4.10, the balance point lies near the shortest geodesic joining the horoballs. It
follows from Lemma 4.13 that the geodesic [I;, ;] passes near b;, at which point o;
has bounded length, again by Lemma 4.10. O

)
)

<
<

We now commence with the proof of Claim 4.14.

Proof of Claim 4.14. Let h, denote the horizontal geodesic in D, from b; to by, that
is, hy is the horizontal lift of h to D,. By Lemma 4.10, b; and by, respectively lie
within bounded distance of the horoballs B, and B,. Since h’y runs between these
horoballs as well, we see that P(h;) and P(h,) have bounded Hausdorff distance.
The horizontal paths h, and hy in D, go from x to the respective horoballs B, _
and B,, which lie bounded distance from each other (they are near the balance
point by for T1). Thus we similarly conclude that P(h,) and P(hg) have bounded
Hausdorff distance. Symmetrically, the same holds for P(h,) and P(hy).

By the above remarks, and using the facts that P is Lipschitz and the vertical
paths v., vz, 71, - - - » V& €ach have uniformly bounded length once projected to E by
P, it suffices to show that the sets

P(hy) and P(hiu---Uhg_1)

have bounded Hausdorff distance.
For 1 <i < k, let g; denote the horizontal geodesic in D, between the balance
points b; and b;11 of the triangles T; and T;4;. Similarly, let h} be the horizontal

geodesic between these points b; and b;, 1 in the disc DW = Dv‘ . Since the saddle
I3 i+1

connection 7;" = 7, from ~;" =47, to f(y) is common to both triangles T; and
T;11, Lemma 4.10 implies that b; and b;11 both lie within bounded distance of the
horoball for the direction of 7;". Thus the saddle connection 7;" has bounded length
over the whole geodesic [b;, bi+1], and we conclude that the paths g; and Al have
bounded Hausdorff distance in E.

Using Claim 4.15, let s; denote the lift of ¢; € h to hy. This gives a decomposition
hy = hy,---hi~! of hy into segments

h;: [si,8i41], fori=1,... k—1.

By construction of t;, we see that h; begins and ends near the horoballs B,, and
By, in Dv*' Since the balance points b; and b; 1 lie near these horoballs as well,

it follows that P (h,) and P(g;) are at bounded Hausdorff distance. By the previous
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paragraph P(g;) and P(h}) are at bounded Hausdorff distance, and hence so are
P(h}) and P(hj). Therefore, P(h,) and P(hy u---Uhj,_,) have bounded Hausdorff
distance.

To complete the proof of Claim 4.14, it now suffices to show that

P(h) and P(h;)

have uniformly bounded Hausdorff distance for each 1 < i < k. But this is clear:
The endpoints b; and b;;1 of A} lie uniformly close to the horoballs B,, and B, ,,
containing the endpoints X,, and X,,,, of h;. Since both paths h; and h; lie
in the same disc D_+ = D_- , it follows that P(h;) and P(h;) have uniformly

K i+1
bounded Hausdorff distance. This establishes Claim 4.14 and concludes the proof
of Lemma 4.12. O

4.7. Decomposing triangles into fans. We next consider the case that A(z,y, 2)
is a triangle where one side is a single saddle connection. The main idea is that
such triangles decompose into an alternating union of fans at certain “pivot” cone
points along the sides with more than one saddle connection, as in Figure 5.

Lemma 4.16. There exists 6” > 0 so that if ,y,z € ¥ and A(z,y, z) is a nonde-
generate triangle so that one side is a saddle connection, then AS(x,y, z) is 8" —slim.

Proof. Let ¢’ > 0 be the constant provided by Lemma 4.12. We may assume that
the side [f(x), f(y)] consists of a single saddle, which we denote . To economize
notation, set ' = y. Write [f(z), f(2)] = 01 om as a concatenation of saddle

connections, and let f(z) = ag,a1,...,a,m = f(2) be the sequence of endpoints
of these saddle connections. Similarly write [f(2'), f(2)] = o} --- o), with f(z) =
ay,ay,...,a, = f(z) the corresponding sequence of cone points.

Letting o, a;, @ € P be the directions of 7, o; and o7, respectively, we then have

(6)  <(x,2) = hoyih1y2 - Ymhm  and (2, 2) = gy hyvg -, ho,,

where ~; = fXai (0;) and each h; c D,, is a horizontal geodesic making the con-
catenation into a path, and similarly for 7} = fx , (¢}) and b/, = Da;.'
i

We now explain how to decompose A(x,y, z) into a union of fans as in Figure 5,
where the base points (called pivots) of the fans alternate sides of the triangle.

First, we claim that there is a single saddle connection joining f(z) = ag to aj
or else there is a single saddle connection joining f(z') = a to a; (or both). If not,
then the geodesics [ap, @) ] and [ay, a1] are both nontrivial concatenations of saddle
connections joining cone points in A(z, ', z) < Ep.

Since [ag, ag] is a single saddle connection, Lemma 4.8 implies that o1 = [ag, a1]
is the first saddle connection in the geodesic [ag,a)]. In particular, [a1,a]] is a
subpath of [ag,a}]. Similarly, o} = [a{,a}] is the first saddle connection of the
geodesic [ay, a1], which contains [a},a1] as a subpath. These observations imply
that o1[a1,a)]o} is a concatenation of saddle connections making angle at least 7
on both sides of each cone point encountered. Therefore it is the geodesic in Ejy
connecting f(z) to f(a’). But we are assuming that this geodesic consists of a
single saddle connection, a contradiction.

By the previous paragraph, we may without loss of generality assume that [ag, @} ]
is a single saddle connection. Let j; € {1,...,n} be the largest index such that
[ao,a},] is a single saddle connection.
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If j1 = n, then A(z,2’,2) is evidently a fan and the conclusion follows from
Lemma 4.12. We may therefore assume j; < n, in which case the cone points
ao, @}, f(2) span a nondegenerate geodesic triangle with the side [ao, a}; | consisting
of a single saddle connection. The above observations now imply that [a} ,a1] is

a single saddle connection, and we are justified in letting 41 € {1,...,m} be the
largest index such that [a} ,a;,] is a single saddle connection.
Continuing in this manner, we recursively choose indices j1,%1, jo, i2, - . ., termi-

nating when some j; = n or some ¢, = m, with the defining property that jgi1
is the largest index in {j + 1,...,n} such that [a;,,af, , ] is a single saddle con-
nection and ij41 is the largest index in {ix + 1,...,m} such that [a}, . a; ] is
a single saddle connection. In this way, we decompose the triangle A(xz,2’,z) into
fans based at the pivot vertices ag, a}l , iy, - ... For the sake of argument, we may
assume some iy = n so that the situation is as depicted in Figure 5.

FIGURE 5. Decomposing a triangle into fans based at pivot vertices.

For each of the pivot vertices, aq, a}l PN P a;-k_, we choose a point in the
corresponding Teichmiiller disk as follows: Recall our notation (6) for the preferred
paths ¢(z,2) and ¢(2/,2). Let xg € D,, be the terminal endpoint of the initial
horizontal segment hg of ¢(x,z). That is, x( is the intersection of hy and i, and
thus lies in the designated fiber Ex, —over the the boundary of the horoball 0By, for
the direction oy of the saddle connection o;. For each s € {1,...,k}, let 2/, € D,
be any point on the horizontal segment h}s of ¢(a’, z) corresponding to the vertex
aj . Similarly, for any r € {1,...,k—1}, let . € Dy, be any point on the horizontal
segment h; _of ¢(z,z) corresponding to the vertex a;,. To round out the notation,
we also set z, = z. Notice that these choices decompose the preferred paths ¢(z, 2)
and ¢(2, z) into concatenations of preferred paths:

§(z,2) = ¢(x,x0)s (w0, x1)s(z1,22) - - - s(Tk—1, 2), and
(o', z) = ¢(a’, @) )s (], %) - - - 5(x},, 2).

Now, for each € {1,...,k — 1}, the three points ., x,,x, , € ¥ satisfy all of
the hypotheses of the Fan Lemma 4.12, including the furthermore hypothesis on
the location of the pivot vertex with respect to the horoballs for the adjacent saddle
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connections. Therefore, Lemma 4.12 implies the sets
(@l @r) U S(@r, ) and S(af,204q)

have Hausdorff distance at most ¢§’. Similarly, for each s € {1,...,k}, we may apply
Lemma 4.12 to the points zs_1, 2%, zs € ¥ to bound the Hausdorff distance between

§(x5_1,x;)u§(:c;,xs) and  {(ws-1, )

by ¢'. Finally, observe that Lemma 4.12 implies A®(x,2’, 2¢) is §'-slim.

We now show that the triangle A®(z, 2, z) is 26’-slim. The above shows that the
projected path ¢(2/, 2) = $(2/, z))u- - -US(a}, ) is contained in the ¢’—neighborhood
of the set

(f(x’,xo)) V) <€(xo,x'1) vz, z) U u(TRo1,x)) U 6(302,2)),
which is in turn contained in the ¢’ neighborhood of
(30, 2) 0 élw,0) ) U (S0, 1) L -+ 0 Slapor,2)) = S 2) L 6w, 2),

Thus (2, ) is contained in the 2§’—neighborhood of ¢(2/, x) U ¢(x, 2).
A similar argument shows that the projected preferred path

¢(x,2) = (§(z,xo)) U (é(xo,xl) U U é(xk_l,z))

is contained in the 26-neighborhood of ¢(x,2") U (2, 2)
Finally, we see that ¢(z,2’) is contained in the 6’-neighborhood of

¢(x, o) U é(wg, 2)
which itself is contained in the §’—neighborhood of
S(z, ) U (!, 1)) = S(z,2) LS, 2).

Thus each side of AS(z, 2, z) = AS(z,y, z) is contained in the (20’ +2)-neighborhood
of the union of the other two, which proves the Lemma.
O

4.8. Proving that general triangles are thin. We are now ready to prove The-
orem 4.2, which again we do by decomposing a general triangle into simpler ones,
this time of the previous type where one side of the reference triangle in the base
fiber is a single saddle connection.

Proof of Theorem /.2. Let 6” > 0 be as provided by Lemma 4.16 and set § = 36”.
Let 2,9,z € ¥ be any three points, and we must prove that A(x,y,2) is d-slim.
By Lemma 4.6, we may assume that A(z,y,z) is nondegenerate. We show that
¢(z,y) is in N§($(x, 2) U i(y,2)). If any side of A(x,y,2) is a saddle connection,
this follows from Lemma 4.16, so we suppose that all sides have a least two saddle
connections.

We appeal to Lemma 4.8 to decompose A°(x,v,2) into two or three triangles,
depending on the configuration of geodesics from f(x) to points in [f(y), f(2)]. To
describe the decomposition, recall that for each cone point w on the side [f(y), f(2)]
of A(z,y,z) = A(f(x), f(y), f(2)), other than f(y) and f(2), the geodesic segment
from f(x) to w is the concatenation of two geodesic segments vu, where:

(1) v is a geodesic subsegment of either [f(x), f(y)] or [f(x), f(2)], possibly a
single point, and
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(2) p is a single saddle connection with interior contained in the interior of
A(z,y,2).

See Figure 3 above.

If for some cone point w in the interior of [f(y), f(z)], v degenerates to the
point f(z) (as in the left-most picture in Figure 3), we subdivide A(x,y,2) into
two triangles along the segment [f(z),w]. We use this to subdivide A®(x,y, z) into
two triangles by choosing some point w along the horizontal piece of the preferred
path ¢(y, z) with f(1) = w, and subdividing into A®(z,y, @) and A®(x, z,@). Since
w lies on the preferred path ¢(y, z), we note that <(y, z) = ¢(y, w) v (W, z). Noting
also that the two triangles A(z,y,w) = A(f(z), f(y),w) and A(f(z), f(z),w) in
the subdivision of A(x,y,z) are both nondegenerate with one side consisting of a
single saddle connection, Lemma 4.16 implies that A¢(z,y,w) and AS(z, z,W) are
¢”—slim. Thus two applications of Lemma 4.16 give the desired containment:

$(a,y) < Nov (S(y, @) v &(w, 2))
< Ngn (f(ya )) U Nogr (f( ) Y CA(Z,JZ))
< Nagr (S(y, 2) L <(2,@)).

It remains to consider the case that for every cone point w in the interior of
[f(y), f(2)], the geodesic does not consist of a single saddle connection as in the left-
most picture of Figure 3. Let f(y) = wo,w1,...,w; = f(2) be the sequence of cone
points along the [f(y), f(z)]. By hypothesis, for each i € {0,...,k}, the geodesic
[f(x),w;] has nondegenerate intersection v with either [f(x), f(y)] or [f(z), f(2)].
We may thus partition the index set

0,....k}=Y0LZ

according to whether this initial segment v of [f(z),w;] lies in [f(z), f(y)] (for
1 €Y) orin [f(x), f(2)] (for i € Z). Notice 0 € Y and k € Z by construction.
Furthermore, if ¢ € Y then j € Y for all j < 4; indeed, this follows from the
fact that the geodesic [f(z),w;] must lie in the convex subset A(f(x), f(y),w;) of
A(f(z), f(y), f(2)). Therefore, there exists an index 0 < ¢ < k such that ¥ =
{0,...;i}and Z ={i+1,...,k}.

There are three cases to consider: Firstly, if 0 < ¢ < k — 1, we choose points
Wi, W;+1 € s(y,2) along the corresponding horizontal pieces of the preferred path
so that f(w;) = w; and f(W;+1) = w;+1. The preferred paths ¢(z,y) and ¢(x, w;)
then share a degenerate initial segment, and we let ¥; be the endpoint of this com-
mon initial segment; that is, <(z,y) N s(z,w;) = ¢(z, ;). Similarly choose ¥;41 so
that ¢(z, 2) N ¢(x, Wi+1) = s(x, U;41). This decomposes A(z,y, z) into three nonde-
generate triangles A(9;, y, w;), Az, W, Wit1), and A(D;11,W;41, 2), each of which
having one side a single saddle connection. Therefore we may apply Lemma 4.16
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three times to conclude the containment
é(ya Z‘) = é(y7 5 51) Y é(ﬂiv J?)
< Nio (S(y, ;) w S(wy, 03)) U (05, )

< Nsn (é(y,ﬂ)i) V) g(wz,x))

< Nagr (S(y, ;) U (Wi, Wig1) U S(Wig1, x))

= Nagr ($(y, Wit1) U S(Wig1, Dig1) U <(Vig1,2))

< N3y ($(y, Wig1) O S(Wig1, 2) U (2, Vig1) U S(Tis1, )

= Nagn (é(y,z) V) f(z,x)).

Secondly, if ¢ = 0, we similarly choose a point w; € ¢(y, 2) along a horizontal piece
such that f(w;) = wy. Since 1 € Z by hypothesis, the paths ¢(z, z) and ¢(x,w;)
share an initial segment and we again choose ;1 € ¢(z, 2) so that ¢(z, 2) n¢(z, W) =
¢(z,01). This decomposes A(z,y,z) into two nondegenerate triangles A(z,y, W)
and A(01,w;,2) which each have a side consisting of a single saddle connection.
Thus we may apply Lemma 4.16 twice, as above, to obtain

$(y,2) < Nsw (S(y, 1) U S(wy, )
= Ny ($(y, 1) L (1, 01) U $(D1,2))
< Nagr (S(y, 1) U S(w1, 2) L S(2,01) L <(01, )
— Naw (6l 2) w é(2,2),

showing that AS(z,y,z) is 26”-slim. The remaining case i = k — 1 is handled
symmetrically by choosing wx_1 € <(y,2) with f(wr_1) = wg_1, and choosing
U—1 so that ¢(x,y) n¢(x,Wr—1) = s(x,vk_1). This decomposes A(z,y, z) into two
triangles A(y, Og—1,Wr—1) and A(z, Wg—_1, 2) to which we may apply Lemma 4.16
and conclude ¢(z,y) © Nayr (S(y,2) U <(z,z)) as above. This covers all the cases
and completes the proof of Theorem 4.2. O

4.9. Loxodromic elements. Recall that an isometry ¢ of a hyperbolic space Y
is loxodromic if its translation length

d n
t(¢) = lim M forany yeY
n—o0 n
is positive. Now that we know Eis hyperbolic, we can characterize which elements

of I' act loxodromically on E. The characterization is quite simple to state:

Proposition 4.17. An element v € T' acts loxodromically on E if and only if vy
does not stabilize any vertexr v e V.

Proof. Obviously v cannot be loxodromic if it fixes a point. Conversely, suppose ¥
does not fix any point of V and let g € G be the image of v in the quotient. If g is a
pseudo-Anosov element of G < Mod(S), then g acts with positive translation length
on D and therefore ~ acts with positive translation length on E (since 7: E—D
is Lipschitz). Hence, after passing to a power if necessary, we may assume that g is
parabolic or trivial in G. Either way, we may choose some a € P that is fixed by g¢.

It follows that ~ preserves the subsets 0B, — E and T, c E. Since v does not
stabilize any vertex of T,, it restricts to a loxodromic isometry of the tree T,. Let

W=+ W_oW_1WowWiwsg * -+



EXTENSIONS OF VEECH GROUPS I: A HYPERBOLIC ACTION 35

be the bi-infinite axis of v in T, viewed as an edge path in which each w; denotes
an edge of T, between, say, vertices v;_1,v; € To((o) c V.

For any X € 0B, and i € Z, let Q% < Ex be the closure of the preimage of
the interior of the edge w; under P|g,. Thus Q% is a closed strip in direction «
that is foliated by lines in direction o and separates Fx into two pieces. Note that
the strip Q% intersects each of the trees 63" and 0% in a line, namely, one of
the boundary components of the strip. Hence, two consecutive % and Q?l have
intersection which is either empty, a saddle connection of 8%, or a single cone-point
of 0%. Let

QX:UQg{

be the union of these strips. Each connected component € of Qx is a union of
strips Q% U QJX+1 U - U Q% where consecutive ones Q% Qg:fl have non-empty
intersection. Note that each such € is convex, and that the connected components
of its boundary are each contained in a spine 5 for some i € Z.

Let r: 0B, — w be the composition of P|ag, : 0B, — T, with the closest-point-
projection T, — w. Since P is '-equivariant and 7 is an w—preserving isometry
of T,, this map r is equivariant with respect to the action of the cyclic group {v);
that is, r(yz) = yr(xz). We note that r|g, = ro fxy for any X,Y € dB,, which
follows from the fact that in this case P|g, = P o fx,y. Next define a map

ry: VY — 2% given by r,(v) =r(0%) cw forany X € 0B,,
which is well-defined since 0% = fx,y(65,). Furthermore, since v0% = 0%, we have
Vru(v) = r(0%) = r(v0%) = r(0)x) = rw(70).

That is, r,, is equivariant with respect to the actions of v on V and w.
The heart of the proposition is captured in the following claim:

Claim 4.18. There exists M > 0 such that diamr_(r,(v)) < M for allve V.
Assuming the claim, let us deduce the proposition. For u,v € V, define
dy(u,v) = diamr, (1, (u) U 4, (v)).

If u, v are connected by a horizontal jump in E, then the spines 6% and 6% intersect
for any X € D. Thus by the claim d,(u,v) < 2M. By Lemma 3.8, there is some
C such that any two vertices u,v € V may be connected by a combinatorial path
consisting of at most C'd(u,v) jumps. Therefore

do,(u,v) < 2MCd(u,v) for all w,ve V.

Finally, if t(y) > 0 denotes the translation length of v acting on T,, then by
definition for all v € ¥V and n = 0 the equivariance r,,(y"v) = y"r, (v) implies that

QMC(Z(U,’}/"’U) = dy,(v,7"v) = diamg, (1, (v) U Y r,(v)) = nt(y).

Thus 7 indeed acts loxodromically on E as claimed.

It remains to prove Claim 4.18. Let us first describe the restriction of r to Ex
for X € 0B,. Since P maps x to w, we see that r agrees with P on Qx. For
each component U of Ex\Qx, there exists some i € Z such that r(U) = {v;} with
oU < 0% . From this it follows that if r,,(v) is not a single point, then 6% N Qx # &

and moreover that r(0% n U) = r(0% n oU) for every such component U. Since
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oU < Qx, we conclude ry,(v) = r(0% n Qx) in this case. Hence, in Claim 4.18 it
suffices to bound diam(r(6% n Qx)).

We also note that when r,(v) is not a singleton, 8% n Qx is contained in a
convex component of Qx. Indeed, the convex set (P|gz, ) !(w) is the union of Qx
with Uezfy. Thus if 6% were to intersect distinct components of Qx, then 6%
must intersect some 6% in a saddle connection. But that implies a(v) = a(v;) = «
and therefore that P(0%) is a single point, contrary to our assumption on v. O

We now complete the proposition by proving Claim 4.18 in two cases:

Proof of Claim 4.18 when g = 1. Fix any X € 0B,. In this case 7yQx = Qgx =
Qx, so that v gives an isometry of Ex that preserves the convex set (1x.

The strips Q% limit, as i — 200, on two points in the CAT(0) boundary of
Ex. Let ¢ denote a geodesic joining these boundary points, which is a y—invariant,
bi-infinite geodesic that crosses each strip Q% . Note that ¢ cannot lie in any thick-
ened spine O, since then v would fix v € V. Therefore the saddle connections
comprising ¢ do not all have the same direction. Write

{= ...0_20_.10001092 ...

where each o; is a maximal concatenation of saddle connections in a single direction.
There exists ;4 > 7 so that o; and 0,1 form an angle of least p on both sides.

Consider any vertex v € V. By the above discussion, it suffices to take any points
Y,z € 0% nQx with r(y) # r(z). Let U be the convex component of Qx containing
0% n Qx. Choose i € Z so that y € Q% and let ¥ be the unique point of £ N Q%
with r(y') = y. That is, ¢’ is the intersection of ¢ with the leaf 7, through y of the
foliation of Q% in direction a (note that £ N Q% is a segment in a direction distinct
from o). Choose 2’ € ¢ and F, similarly. Finally, let < 6% be the geodesic from
y to z and ¢y c £ the geodesic from vy’ to 2’.

If ¢y and 7 are disjoint, then the geodesics F,n, F;, o form a geodesic quadri-
lateral in U with no cone points in its interior (since there are no cone points in
the interior of Qx). Otherwise £y and 7 intersect and we get two geodesic triangles
connected by the (possibly degenerate) segment ¢y n7n. By Gauss-Bonnet, doubling
this picture produces an object W that is either a sphere with total curvature 47 (in
the quadrilateral case) or two spheres (when £y N1 # ¢F) with total curvature 8.
The only points of positive curvature come from the four corners y, 1/, z, 2’ and the
two endpoints of £y N n (when it exists). Further, each of these points contributes
positive curvature at most 2. On the other hand, each cone point juncture o041
in the interior of £o\n contributes negative curvature at most 2(w — u) < 0 to W.
Note also that £y N7 is necessarily contained in a single segment o; by construction,
since all of n lies in the single direction a(v). Therefore, if m denotes the number
of segments o; that have nondegenerate intersection with £g we conclude that

4
T3

dr < 2oy (W) < 6(27) + 2(m — p)(m — 3) = m <

T

Since ¢ is y—invariant, there is some maximum number N of strips crossed by any
segment o;. Thus ¢y crosses at most 3N +4N/(u— ) strips, and we are done. O

Proof of Claim /.18 when g # 1. In this case g is a parabolic element of the Veech
group G = G, fixing the direction @ € P!(g). Moreover, the iterates g" converge
uniformly on compact subsets of P*(g)\{c} to the constant map P!(q)\{a} — {a}.
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Note that any geodesic connecting the two boundary components of a strip Q%
is a straight segment in a single direction with no cone points in its interior. Thus
for i € Z we are justified in defining A%, < P(q) to be the set of directions of all
segments of the form ¢ N Q% , where £ is any geodesic segment from Q?l to Q?l.
Note that such a segment ¢ N Q% has it endpoints in the closest-point-projections
of Qé(il to QY. Since such a closest-point-projection is equal to a saddle connection
or cone point in 0%, we see that A% is a compact subset of P1(¢)\{«a}.

Let k € N be such that yw; = w; for all i € Z. Thus for any X € 0B, we have
v = Q;}k By definition, it follows that gA% = A;}k . Since the affine maps
fv.z: Ez — Ey fix the directions of lines (viewed in P*(g)), we conclude that

AT = fx gx (A) = g A%
By this and the uniform convergence of the maps {g™} on P!(q)\{a}, we may choose
m > 1 such that AFF™ = g™ A% and A% are disjoint for all i € Z.

To prove the claim, consider any v € V. Note that all saddle connections of 0%
lie in one fixed direction a(v). Suppose % intersects strips Q;l and Q?kmﬂ. It
follows that 0% intersects every strip Qﬂ( with ¢ < j < @ + km, since these each
separate Q%! from QiFF™ L Therefore the direction a(v) lies in both A% and

ASEF™ - contradicting our choice of m. This proves that 6% can intersect at most
km + 2 strips and bounds diamg, (7, (v)). O

5. THE LOCALLY HOMOGENEOUS GEOMETRY OF F

In this section, we explain in more detail the homogeneous geometry on which
E (and E) is modeled, away from the singular locus ¥ < E. This is one of the
4-dimensional geometries (in the sense of Thurston [Thu97, §3.8]) studied in the
thesis of Filipkiewicz [Fil54, Chapter 5] (see also [Hil02, Section 7.1] and [Wal85]
where the geometry is called F*4). In the sequel [DDLS21] we will use the fact that
isometries of E are necessarily fiber preserving. The proof of this fact requires a
description of local isometries of the homogeneous geometry that we could not find
in the literature, and so we carry out the required calculations here. Along the
way, we compute the geometry’s full isometry group (see Proposition 5.1). This
seems to be known (see [Wal85]), though we could only find a computation of the
component containing the identity (see [Fil54]).

To describe the geometry, consider the area-preserving affine group of R?

® = SAff*(R?).

There is a homomorphism & — SL%(R) sending an affine map to its derivative,
expressed as a matrix of determinant +1, with respect to the standard basis. The
kernel is the group of translations isomorphic to R?, and the linear action of SLF (R)
on R? defines a splitting as a semi-direct product,

® = R? x SL (R).

We compose the derivative homomorphism above with the surjective homomor-
phism SL%(R) — PGLy(R), given by taking the quotient by the center. This in
turn defines an action of & on the hyperbolic plane H? by isometries (acting as
Mbobius transformations). Combing these actions, we obtain a transitive action of
® on the space X = H? x R?, which is by hyperbolic isometries in the first factor
and affine transformation in the second factor.
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In the discussion above, it is most natural to consider the upper-half plane model
of the hyperbolic plane, H? = {(x,y) € R? | y > 0}. For any x > 0, H? can be
equipped with the PGLy(R)-invariant metric ds? = (dz? + dy?) of constant
curvature —x < 0 (k = 4 is the Poincaré metric and x = 1 the hyperbolic metric).
These coordinates (r,y) on H?, together with standard coordinates (s,t) on R?
define global coordinates (z,y, s, t) on X. The stabilizer of (0,1,0,0) is R = O(2) <
SL3 (R), exhibiting X = &/& as a homogeneous space for &. Since £ is a compact
subgroup, we can construct an invariant Riemannian metric. In the next section,
we explicitly describe such a metric.

1
Ky?

5.1. Computations. Here we define the metric g on X, and compute its expression
in coordinates. Since the metric of constant curvature —k on each slice H? x {x} is
already ®—invariant, we will choose our metric to agree with this metric on these
slices. Projecting onto the first factor, X fibers over H? in a &-equivariant way. We
declare the R*fibers to be orthogonal to the slices H? x {*} and define the metric
on the fiber over (0,1) to be the standard Euclidean metric. Since the stabilizer in
& of this fiber is R? x O(2), and since this acts transitively by isometries on this
metric on the fiber, we can compute this metric at (0, 1,0,0) and push it around by
a subgroup of & acting transitively on X. Finally, we note that we may globally scale
this metric by any positive constant without affecting any of the above properties
of this metric (i.e. the fact that the fibers are Euclidean, orthogonality to the HZ2-
slices, etc), except that the curvature scales. In particular, without loss of generality
we may assume k = 1 for the remainder of this section, and we do so. See the last
paragraph of §5.2 for more on the choices of G—invariant metrics.
Now, at the point (0,1,0,0) the metric is then given by

9(0,1,0,0) =

oo o

o oS- o
or o o
—o oo

In terms of coordinates (x,y,s,t) on X, we want to write the metric g(x,y, s,t).

We use the subgroup
a
5’3—{(0 >|a,beR,a>0},

to translate (0,1,0,0) to any point (x,%,0,0). We note that since R? < & acts
transitively on each R2-fiber with trivial derivative in these coordinates, the metric
is independent of (s,t) and hence g(z,y, s,t) = g(x,y,0,0), so pushing the metric
around by the subgroup $) suffices (in particular, the metric is Euclidean on each
R2-fiber).

Now the subgroup $ acts as follows:

(5

Q= o

Q=

> (2,9, s,t) = (a*x + ab, a®y, as + bt, %)
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Given a,b € R, a > 0, set F,(x,y,s,t) = (a®x + ab,a®y,as + bt, £), and observe
that the derivative of F,; at any point (x,y,s,t) is given by
2

e 0 0 O
0 a> 0 0
[dEap) s = | 0 0 a b
0 0 o0 1

We drop the subscript (z,y, s,t) since the derivative is constant.
Next, note that for a = ,/y and b = % we have
F _ = (0,1,0,0) = (x,y,0,0).
/52 (0.1,0.0) = (2,4,0,0)

This is a bit cuambersome, so we write ¢, , = F i Thus, to compute the metric

_x_
VY
at (z,y,0,0), we can push forward the metric ¢(0,1,0,0) by the derivative of ¢ ,.
Applying d¢, , to the basis vectors, we get

dozy(e1) = yer, dosy(e2) = yea,
(7) i )
d¢z,y(63) = \/@eSa d(bw,y(ezl) = ﬁ@{g + ﬁe‘l'

We want to compute g;;(z,y,0,0) = g(z,y,0,0)(e;, e;), and by definition, we have
g(:c, Y, 0, 0)<d¢$,y(ei)7 dgbm’y(ej)) = 9(07 1,0, 0)(ei7 ej)'

From this, the bilinearity of the metric, and (7), we obtain a system of equations
implicitly defining g(x,y,0,0). Solving this system we find

yiz 0 0 0

0 % o0 0

(8) 9(x,y,5,t) = g(,5,0,0)= [ o [ 1 _=
yw y122

5.2. Isometries. We are now ready to describe the isometry group.
Proposition 5.1. For the metric g defined by (8) we have Isom(X, g) = .

The main ingredient—and really the point of interest for us—is the following.
To state it, let Fg and Fr denote the foliations of X whose leaves are the slices
H? x {*} and {*} x R?, respectively. We also use the same name for the foliations
restricted to any open subset.

Proposition 5.2. Any local isometry between open subsets of (X,g) with g as in
(8) preserves Fu and Fg.

Proof. This will boil down to a computation in Riemannian geometry. Specifically,
we claim that the 2-planes tangent to the leaves {*} x R? of F have the property
that the sectional curvatures in these 2—planes are uniquely maximal among all
2-planes. More precisely, the sectional curvature in any one of these 2—planes is %,
and in any other 2—plane it is strictly smaller.

To carry out such a computation, we can appeal to the Mathematica code detailed
in [FOH20]. In particular, plugging the metric above in one can compute the
Riemannian curvatures Rjjre(z,y,s,t) for 1 < 4,j,k,£ < 4, and verify that the
curvature of the plane Py spanned by a% and 9‘—; at (0,1,0,0) is indeed % To prove
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that these planes uniquely maximize the sectional curvature, we note that for any
other 2-plane P < 7| 1,0,0)X, the orthogonal projection to the plane P; spanned
of % and % is nontrivial. We consider the two cases that the projection is an
isomorphism, and when it maps onto a line separately.

When P projects isomorphically to Pj, the plane is given by

P={&+ng+rg, &+ & +ug),
for some A, pu,n,p € R. From Mathematica computations, one obtains that the
sectional curvature in the plane P is given by
—4—n? = p* = = N+ 6(np — pA) + 2(nu — pA)?
K(%Pa)\,ﬂ): 2 2 2 ( 2 ) (2 ) ’
AL+ 12+ p? + N+ p? + (= pA)?)
Set n = rcos(f), p =rsin(f), A = ucos(¢), and p = usin(¢). Then observe that
nu — pA = ru(sin(¢) cos(0) — cos(¢) sin(f)) = rusin(¢ — 0),

so setting @ = ¢ — 0 we get

—4 — 72 —u? + 6rusin(a) + 2r?u? sin?(a)
4(1 + 72 + u2 + r2u?sin®(a))
2+ 2r2 + 2u? + 2r2u?sin®(a) — 6 — 3r2 — 3u® + 6rusin(a)
4(1+ 72 + u2 + r2u? sin®(a))
1 3(2+7r*+u? —2rusin(a))

2 41+ 2+ u? + r2u?sin®(a))

K(n,p, A, pn) =

We want to see that the curvature above is less than % It suffices to show that
the numerator in the second term of the last line is positive; that is, we must show
that 2 + r% + u? — 2rusin(a) > 0. For this, observe that 2 + r? + u? — 2rusin(a)
is minimized when rusin(a) is maximized, hence equal to ru (which occurs when
o = %). In this situation, observe that we have 2+72 +u*—2rusin(a) = 2+ (r—u)?,
and this is clearly positive. Therefore K (1, p, A, ) < 3.

When P projects to a line, after applying an isometry fixing (0, 1) if necessary,

we may assume that this line is spanned by % Then P is given by
P={G+n&+r&: 525
for some 7, p, A € R or else
2 o 2
P={(5+n%, 5
for some 77 € R. The sectional curvatures are then respectively given by
—1-X+2(nA—p)? 1 3+3)\2

K(nvva) = 4(1+)\2+(77)\_p>2) - 57 4<1+)\2+(77)‘_p)2>7

and )
2n° —1 1 3
K= a3 =5 a2
41+n%) 2 4(1+n?)
These curvatures are all clearly less than %

Since the sectional curvature of the tangent planes to the leaves of Fg uniquely
maximize curvature, any isometry must preserve this 2—plane field, and hence the
foliation Fg. Since the tangent planes to the leaves of Fy are pointwise orthogonal
to those of Fg, this plane field must also be preserved, and hence so is Fy. (]
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Proof of Proposition 5.1. The stabilizer of (0,1,0,0) in & is O(2), and so it suffices
to show that this is the stabilizer in Isom(X). Fix any isometry T' € Isom(X) in
the stabilizer of (0,1,0,0). According to Proposition 5.2, T' preserves Fy and Fg,
it follows that T((x, ), (s,t)) = (T1(z,y), Ta(s,t)), where T} € Isom(H?) preserves
(0,1) and Ty € Isom(R?) preserves (0,0). Therefore, after composing with an
element of O(2) < &, we can assume that T} is the identity on H? x {(0, 0)}, and thus
T((z,y),(s,t)) = ((z,y),Ta(s,t)). It suffices to show that T(s,t) = *(s,t). For
this, note that for every (x,y) € H2, the map (s,t) — T5(s,t) has to be an isometry
from R? =~ {(x,y)} x R? to itself, with the induced metric from X. Varying over
all (z,y) € H?, the metrics on R? vary over all unit area affine deformations of the
standard metric, and thus 75 has to be an isometry with respect to all such metrics.
This readily implies T5(s,t) = *(s,t), as required, completing the proof. O

We note in passing that all &—-invariant Riemannian metrics on X are obtained
by applying independent, global scaling factors to the leaves of Fgr and the leaves
of Fy (thus producing a 2-parameter family of invariant metrics). To see this,
we note that & acts transitively on the projective tangent bundles to each of the
foliations Fg and Fg, and so a B—invariant metric on the leaves of each of these
two foliations are determined by the norm of a single non-zero tangent vector to a
leaf at any point. Furthermore, the stabilizer of a point contains an involution that
fixes the leaf of Fy through the point, and acts as —Id on the leaf of Fr through
that point, and thus the foliations must be orthogonal.

5.3. Application to E. The geometry (&, X) locally models the geometry of E as
described in §3.6, away from the singular locus (including any orbifold locus). The
next proposition immediately implies Theorem 1.3.

Proposition 5.3. Every nonsingular point of E has a neighborhood which is iso-
metric to an open set in X (with k = 4). Moreover, such an isometry sends inter-
sections with horizontal disks of E into leaves of Fu and intersections with fibers
Ex c E into leaves of Fr.

Proof. Write E = D x Ey. Consider any nonsingular point x € Ey and consider a
coordinate chart ¢: U — R? about x for q. Define ¢: D x U — H? x R? = X by

(A (X,9),y) = (A71(0,1),¢(y)).

We claim that ¢ is a local isometry. To see this, note that the restriction to each
D x {y}, for y € U is an isometry to the leaf H? x {{(y)} of Fg. We therefore need to
show that for all A € SLy(R), we have (A- (X, q),y) — ((y) maps isometrically into
the leaf {A71(0,1)} x R? of Fg. For this, first note that the metric on {A-(X,q)} xU
is such that Ao (: U — R? is an isometry onto its image (with respect to the
standard metric on R?). On the other hand, the metric on {A71(0,1)} x R? =« X
is such that (A71(0,1),s,t) — A(s,t) is an isometry to R?. Precomposing this
isometry with ¢ we have

(A-(X,),y) > (A7H0,1),¢(y) = AC(W) = Ao C(y),
which as noted above, is an isometry. Therefore ¢ is an isometry. O

In the sequel [DDLS21], we study the isometry groups of E and E, which we

denote Isom(E) and Isom(FE), respectively. Since these spaces fiber over D and
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D, the isometry groups contain subgroups consisting of the fiber-preserving isome-

tries which we denote Isomgy, (F) and Isomgy,(FE). In particular, we will need the
following, which is an immediate corollary of Proposition 5.2 and Proposition 5.3.

Corollary 5.4. We have Isom(FE) = Isomg,(F) and Isom(E) = Isomgp (E).
We will also use the following fact.

Proposition 5.5. The isometry group Isom(E) acts properly discontinuously on

E, and likewise for Isom(E) on E.

Proof. Let H = Isom(E) = Isomg,(E) or Isom(E) = Isomg,(E), and Z = E or E,
respectively. Any isometry of Z preserves the singular locus, and we can thus view
H as the isometry group of the Riemannian manifold Zj, obtained by removing
this set from Z. It follows that H, with the topology of pointwise convergence is
in fact a Lie group; in fact, for any five points of Zj sufficiently close together (and
not contained in a lower dimensional geodesic submanifold), the orbit map from
H to Z§ is an embedding onto a closed submanifold; see [MS39]. From this it is
straightforward to see that H acts properly discontinuously on Z if and only if it
is a discrete group; that is, if and only if the identity is isolated.

Now suppose {T},} — H is any sequence converging to the identity and we must
show that T;, is eventually the identity. Since the T), are all fiber preserving, they
descend to isometries of D (or D, if Z = E) and restrict to isometries on each fiber.
The set of lengths of saddle connections on a given fiber is a closed discrete subset
of R which locally determines the fiber. Thus, since T;, is converging to the identity,
the descent to D (or D) must eventually be equal to the identity. It follows that
for n sufficiently large, T;, restricts to an isometry of Ey to itself. Since isometries
of Ey must send the discrete set of cone points to itself, it must eventually be the
identity on three cone points that span a Euclidean triangle, and hence the identity
on all of Ey. Finally, once T, is the identity on D (or D) and on the fiber Ey,
then it must be the identity on a neighborhood of Ej, and by the discussion of the
topology above, it is the identity on all of Z. ([l

A consequence of the proof above is the following, which we also record for use
in [DDLS21].
Corollary 5.6. Any isometry which is the identity on some fiber Ex and some
disk Dy is the identity.

5.4. Relationship with Sol. The geometry (X, &) is closely related to Thurston’s
solvgeometry, Sol. More precisely, X fibers over H2, and the bundle over any
geodesic line in H? is a model for Sol; see [Thu97, §3.8]. To be a geometry (in
the sense of Thurston), one needs a finite volume quotient, which is provided by
the lattice Z? x SLy(Z) < ®. The quotient is the universal (orbifold) torus bundle
over the moduli space M; = H?/PSLy(Z) of genus 1 Riemann surfaces, and the
compact, orientable Sol torus bundles all arise as bundles over closed geodesics into
My; see [Thu97, Example 3.8.9]. The space E/T is a singular (X, &)-space that
fibers over D/G, and one similarly obtains a singular Sol structure on the bundles
over closed geodesics in D/G.

APPENDIX A. NOTATION INDEX

e Xy, the fixed complex structures on S, and base point in the Teichmiiller
disk D, §3, page 11.
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e ¢, fixed flat metric/quadratic differential, §3, page 11.

D = D, the Teichmiiller disk defined by ¢, with Poincaré metric p, §3,
page 11.

X, qx, generic point in D and associated flat metric, §3, page 11.

G = G4, < Mod(S), the lattice Veech group of ¢, §3, page 11.

P = P(q) = P!(q), the set of parabolic directions on ¢, §3, page 11.
{Bu}aer the 1-separated horoballs, each invariant by the associated para-
bolic subgroup, §3.1, page 11.

co: D — B, the p—closest-point projection map, §3.1, page 11.

p: D — D, p, the quotient by collapsing horoballs and its quotient metric,
§3.1, page 11.

D c D, p, the truncated Teichmiiller disk obtained by removing all B,, and
its induced path metric §3.1, 11. See also diagram 3.

m: E — D, the S-bundle over D, §3.2 page 11. See also diagram 3, page 14.
I", the extension group of G, §3.2, page 11. See also diagram 3, page 14.
B, =7 1(B,), for a € P, §3.2, page 11.

E = 7n71(D), the truncated bundle, §3.2, page 11.

Ex c E, the fiber over X € D, §3.3, page 12.

Ey = Ex,, the “base fiber” in E, §3.3, page 12.

fxy: By — Ex, the map between fibers over ¥ and X, §3.3, page 12.
fx: E— Ex, fo: E — Ep, assembled maps to the fiber, §3.3, page 12.
D, = f;l(x), D, = D, n E, the horizontal disk, and truncated disk,
through = € Fx, §3.3, page 12.

fa: E — 0B,, horizontal closest point projection, §3.3, page 12.

T,, the tree dual to foliation of Ey in direction o € P, §3.4, page 12.

to: B — Ty, the projection to the tree, §3.4, page 12.

Yx c Ex,Lc E,¥ =Y nE, cone points in a fiber, and their union in F
and E, §3.5, page 12.

P: E — E, P: E — E, quotient maps collapsing B, to T, §3.6, page 13,
see also diagram 3, page 14.

do, d, d, cf, metrics on T, E, E, E, respectively, §3.6, page 13.

V ¢ E, the union of all vertices of all trees, 3.6, page 13.

By, = By (v), By = By (v), for v eV in the tree T, (., §3.6, page 13.

7: E— D, 7: E — D, associated projection maps, §3.6, page 13, see also
diagram 3, page 14.

0% < ®% < Ex the v—spine and thickened v—spine, for v € V, §3.7, page 16.
v, ®" < 0B, the v—spine bundle and thickened v—spine bundle over 0B,,
for v e V, §3.7, page 16.

s(z,y), ¢(x,y) = P(s(x,y)), preferred path and collapsed preferred path
between x,y € ¥ ¢ E, §4.1, Equation 4, page 21.

Ey, reference triangle for x,y, z € 3, §4.3, page 23.

AS(x,y,2), A%(x,y, 2), the preferred path and collapsed preferred path tri-
angles for x,y, z € 3, §4.3, page 23.

P(o) < P are directions of all saddle connections that span a non-degenerate
triangle with the saddle connection o, §4.6, page 26.

B(o), B(o), the horoballs and bundles over them, associated to the direc-
tions in P(o), §4.6, page 26.
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o & = SAfF*(R?) = R? x SLF(R) and X = &/8, area preserving affine group
of R? and associated homogeneous space, §5, page 37.
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