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#### Abstract

In 1988, Worsey and Piper constructed a trivariate macro-element based on $C^{1}$ quadratic splines defined over a split of a tetrahedron into 24 subtetrahedra. However, this local element can only be used to construct a corresponding macro-element spline space over tetrahedral partitions that satisfy some very restrictive geometric constraints. We show that by further refining their split, it is possible to construct a macro-element also based on $C^{1}$ quadratic splines that can be used with arbitrary tetrahedral partitions. The resulting macro-element space is stable and provides full approximation power.
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## 1. Introduction

Because of their usefulness for numerical computations (in particular for scattered data fitting and the numerical solution of boundary-value problems for PDE's), considerable effort has gone into the development of macro-element spaces based on piecewise polynomial (spline) spaces. The theory is especially well-developed in the bivariate setting, where the splines are defined on

[^0]triangulations. For a comprehensive treatment, a historical discussion, and extensive references, see [4]. Much less has been done in the trivariate setting, which is based on tetrahedral partitions, see [ $1,3,7-10$ ], and the recent book [4].

The starting point for this paper is the construction by Worsey and Piper [8] of a trivariate macro-element based on $C^{1}$ quadratic splines. It is defined by splitting each tetrahedron in a given tetrahedral partition $\Delta$ into 24 subtetrahedra, and has $4 n_{V}$ degrees of freedom, where $n_{V}$ is the number of vertices of $\Delta$, see also Section. 18.5 of [4]. Unfortunately, their macro-element can only be used with a highly restrictive class of initial tetrahedral partitions, the so-called proper Worsey-Piper partitions, see Section 16.7.3 of [4]. It has been an open question for several years whether there exists a trivariate macro-element based on $C^{1}$ quadratic splines which can be used with arbitrary initial tetrahedral partitions. The purpose of this paper is to create such an element.

The key to removing the restrictions in [8] is to create a more complicated refinement of each tetrahedron in $\Delta$. This leads to a significant increase in the local complexity of the macroelements, but the corresponding macro-element space still has a modest $4 n_{V}+2 n_{E}+4 n_{F}$ degrees of freedom, where $n_{V}, n_{E}, n_{F}$ are the numbers of vertices, edges, and faces in $\triangle$.

Removing the restrictions is of more than academic interest, since for an arbitrary tetrahedral partition, there is no known algorithm for creating a proper Worsey-Piper refinement. In contrast, our new macro-element space can be constructed over arbitrary tetrahedral partitions. It also has a stable local basis, and provides full approximation power of smooth functions. The space can be used to create $C^{1}$ quadratic interpolating splines for trivariate scattered data. Such splines are useful for contouring purposes in volume visualization, see [5].

The paper is organized as follows. In Section 2 we recall some useful concepts and notation from the Bernstein-Bézier theory of trivariate splines. Section 3 contains an algorithm to describe the split used to construct our macro-element. In Section 4 we construct a minimal determining set and compute the dimension of our basic macro-element space defined on the split of a single tetrahedron. In Section 5 we extend these results to a macro-element space defined on an appropriate refinement of an arbitrary initial tetrahedral partition. We also construct a stable minimal determining set, compute the dimension of the macro-element space, and show that the space has full approximation power. In Section 6 we use our macro-element space to solve a Hermite interpolation problem, and show that the resulting interpolant approximates smooth functions to optimal order. We conclude the paper with remarks and references.

## 2. Preliminaries

Let $\mathcal{P}_{2}$ be the ten-dimensional space of all trivariate polynomials of degree at most two, and let $\triangle_{M}$ be a tetrahedral partition of a polyhedral domain $\Omega$ in $\mathbb{R}^{3}$. Then we define

$$
\begin{equation*}
\mathcal{S}_{2}^{1}\left(\triangle_{M}\right):=\left\{s \in C^{1}(\Omega):\left.s\right|_{T} \in \mathcal{P}_{2}, \text { all } T \in \triangle_{M}\right\} \tag{2.1}
\end{equation*}
$$

In this paper we will work with partitions $\triangle_{M}$ that are obtained from an arbitrary tetrahedral partition by an appropriate refinement procedure to be described in the following section. To analyze this space of trivariate splines, we will use standard Bernstein-Bézier techniques as explained in detail in [4].

For convenience, in this section we recall a few basic ideas and some notation. Let $\mathcal{D}_{2, \Delta_{M}}$ be the set of all vertices of $\Delta_{M}$ together with the set of all midpoints of edges of $\Delta_{M}$. These are the so-called domain points. Then for any $s \in \mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ and any $T \in \triangle_{M}$, the polynomial $\left.s\right|_{T}$ is uniquely determined by the set of ten B-coefficients associated with the domain points in $\mathcal{D}_{2, \Delta_{M}} \cap T$. If $\xi$ is a domain point, we write $c(\xi)$ and $\mathcal{C}(\xi):=(\xi, c(\xi))$ for the corresponding
coefficient and control point. In addition, if $v_{1}, v_{2}$ are two neighboring vertices of $\Delta_{M}$, we write $\xi\left(v_{1}, v_{2}\right):=\left(v_{1}+v_{2}\right) / 2, c\left(v_{1}, v_{2}\right)$, and $\mathcal{C}\left(v_{1}, v_{2}\right)$ for the corresponding domain point, coefficient, and control point. Note that in this notation $v_{1}$ and $v_{2}$ are interchangeable.

It is known that the dimension of $\mathcal{S}_{2}^{0}\left(\triangle_{M}\right)$ is equal to the cardinality of $\mathcal{D}_{2, \Delta_{M}}$. To find the dimension of $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$, we will construct a minimal determining set, i.e., a subset $\mathcal{M} \subset \mathcal{D}_{2, \Delta_{M}}$ such that if we set the B-coefficients of $s \in \mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ corresponding to every domain point in $\mathcal{M}$, then all remaining coefficients are uniquely determined in such a way that the corresponding spline belongs to $C^{1}(\Omega)$. Throughout the paper we will make heavy use of the fact that $C^{1}$ smoothness between two polynomial pieces of $s$ is described by simple linear conditions on its B-coefficients, see [2] or Section 17.2 of [4]. Recall that if $v$ is a vertex of $\triangle_{M}$, then the ball $B(v)$ (of radius 1) is defined to be the the set consisting of $v$ together with the domain points located at the midpoints of all edges attached to $v$. We will also construct a minimal nodal determining set $\mathcal{N}$ for $\mathcal{S}_{2}^{1}\left(\Delta_{M}\right)$. It is defined in terms of linear functionals based on derivatives. For any multiindex $\alpha:=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$, we write $D^{\alpha}:=D_{x}^{\alpha_{1}} D_{y}^{\alpha_{2}} D_{z}^{\alpha_{3}}$. Now suppose $\mathcal{N}=\left\{\lambda_{i}\right\}_{i=1}^{n}$ is a set of linear functionals of the form

$$
\lambda_{i}:=\varepsilon_{\xi_{i}} \sum_{|\alpha| \leq 1} a_{i}^{\alpha} D^{\alpha}, \quad i=1, \ldots, n
$$

where $\varepsilon_{\xi_{i}}$ is point evaluation at the point $\xi_{i}$. Then $\lambda_{i}$ is called a nodal functional, and $\xi_{i}$ is called its carrier.

A set $\mathcal{N}$ of nodal functionals defined on $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ is called a nodal determining setfor $\mathcal{S}_{2}^{1}\left(\Delta_{M}\right)$ provided that if $s \in \mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ and $\lambda s=0$ for all $\lambda \in \mathcal{N}$, then $s \equiv 0$, see [4]. If there is no smaller nodal determining set for $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$, then $\mathcal{N}$ is called a nodal minimal determining set for $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$, and the dimension of $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ is given by the cardinality of $\mathcal{N}$. The linear functionals in $\mathcal{N}$ are called the nodal degrees of freedom of $\mathcal{S}$. If $\mathcal{N}$ is a nodal determining set for $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ such that for each tetrahedron $T \in \Delta$, the data $\{\lambda s\}_{\lambda \in \mathcal{N}_{T}}$ uniquely determine $\left.s\right|_{T}$, where $\mathcal{N}_{T}:=\{\lambda \in \mathcal{N}:$ the carrier of $\lambda$ is contained in $T\}$, then $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ is called a macroelement space, see [4].

## 3. The split

In this section we present an algorithm for splitting a tetrahedron $T$ into subtetrahedra in a way that allows the construction of our macro-element. First we need to introduce some additional points in $T$. To help understand their locations, see Figs. 1-8. Suppose $T:=\left\langle v_{1}, v_{2}, v_{3}, v_{4}\right\rangle$ is a tetrahedron. For all distinct $i, j, k, l \in \mathbb{Z}_{4}:=\{1,2,3,4\}$, let

$$
\begin{align*}
w & :=\left(v_{1}+v_{2}+v_{3}+v_{4}\right) / 4, \\
u_{i} & :=\left(v_{j}+v_{k}+v_{l}\right) / 3,  \tag{3.1}\\
v_{i j} & :=\left(v_{i}+v_{j}\right) / 2, \\
u_{i j} & :=\left(u_{i}+u_{j}\right) / 2
\end{align*}
$$

Let $Q^{i}$ be the convex hull of the points $\left\langle v_{i}, v_{i j}, v_{i k}, v_{i l}, u_{j}, u_{k}, u_{l}, w\right\rangle$, see Fig. 1 (left). It is easy to see that $T=Q^{1} \cup Q^{2} \cup Q^{3} \cup Q^{4}$. Let

$$
\begin{align*}
p_{i} & :=\left(v_{i j}+v_{i k}+v_{i l}\right) / 3 \\
q_{i} & :=\left(2 p_{i}+u_{j}+u_{k}+u_{l}\right) / 5  \tag{3.2}\\
r_{i} & :=\left(u_{j}+u_{k}+u_{l}\right) / 3
\end{align*}
$$



Fig. 1. The set $Q^{i}$ and some tetrahedral subsets.


Fig. 2. The split of the tetrahedron $T_{1}^{i}$.
where $j, k, l$ are the remaining integers in $\mathbb{Z}_{4}$. It is a simple exercise in algebra to show that $p_{i}, q_{i}, r_{i}, w$ lie in the interior of the line segment $\left\langle v_{i}, u_{i}\right\rangle$, and

$$
\begin{align*}
& p_{i}=\left(5 q_{i}+v_{i}\right) / 6, \quad q_{i}=\left(2 p_{i}+3 r_{i}\right) / 5,  \tag{3.3}\\
& r_{i}=\left(4 w+5 q_{i}\right) / 9, \quad w=\left(u_{i}+3 r_{i}\right) / 4 .
\end{align*}
$$



Fig. 3. The tetrahedron $T_{2}^{i}$ (shaded).


Fig. 4. The split of the tetrahedron $T_{3}^{i}$.


Fig. 5. The tetrahedron $T_{4, j}^{i}$ (shaded).
For any distinct $i, j, k, l \in \mathbb{Z}_{4}$, let

$$
\begin{align*}
d_{l}^{i} & :=\left(v_{i j}+v_{i k}\right) / 2=\left(v_{i}+3 u_{l}\right) / 4, \\
e_{j}^{i} & :=\left(d_{k}^{i}+d_{l}^{i}\right) / 2=\left(v_{i j}+3 p_{i}\right) / 4, \\
b_{l}^{i} & :=\left(2 p_{i}+u_{l}\right) / 3=\left(5 q_{i}+4 d_{l}^{i}\right) / 9,  \tag{3.4}\\
z_{j}^{i} & :=\left(p_{i}+u_{k l}\right) / 2=\left(5 q_{i}+v_{i j}\right) / 6, \\
t_{j}^{i} & :=\left(4 e_{j}^{i}+3 u_{k l}\right) / 7=\left(6 z_{j}^{i}+v_{i j}\right) / 7, \\
x_{j, l}^{i} & :=\left(3 u_{l}+8 e_{j}^{i}\right) / 11=\left(9 b_{l}^{i}+2 v_{i j}\right) / 11 .
\end{align*}
$$



Fig. 6. The split of the tetrahedron $T_{5, l}^{i}$.


Fig. 7. Typical faces of $T$ and $T_{4, j}^{i}$.


Fig. 8. A face of $T_{4, j}^{i}$ and a slice through $t_{j}^{i}$
Here we have written a comma in the subscript of $x_{j, l}^{i}$ to indicate that it depends on the order $j, l$. This is in contrast to points of the form $v_{i j}$ and $u_{i j}$ which are the same as $v_{j i}$ and $u_{j i}$, respectively. Here the superscript $i$ refers to the quarter $Q^{i}$ in which these points lie. It is easy to see that the points $q_{i}, t_{j}^{i}, z_{j}^{i}$ all lie on the line segment $\left\langle u_{i}, v_{i j}\right\rangle$, while the point $x_{j, l}^{i}$ lies on the line segment $\left\langle d_{l}^{i}, t_{j}^{i}\right\rangle$. In fact

$$
\begin{equation*}
z_{j}^{i}=\left(7 t_{j}^{i}+5 q_{i}\right) / 12, \quad x_{j, l}^{i}=\left(4 d_{l}^{i}+7 t_{j}^{i}\right) / 11 \tag{3.5}
\end{equation*}
$$

Finally, in preparation for describing our splitting process, we need some notation from bivariate spline theory. Suppose $F:=\left\langle v_{1}, v_{2}, v_{3}\right\rangle$ is a triangle, and that $u_{1}, u_{2}, u_{3}$ are points on its edges, where $u_{i}$ is on the edge opposite $v_{i}$ for $i=1,2,3$. Given a point $v$ in the interior of $F$, suppose we connect $v$ to each of the points $v_{i}$ and $u_{i}$. Then $F$ is partitioned into six subtriangles, called the Powell-Sabin-6 (PS6) split of $F$, see Fig. 7 (right). If we add the lines connecting the $u_{i}$ to each other, we get a partition of $F$ into twelve triangles, called the Powell-Sabin-12 (PS12) split of $F$, see Fig. 7 (left). For more on these splits, see [4,6].

Algorithm 3.1. Given a tetrahedron $T$, for each $1 \leq i \leq 4$, perform the following steps:
(1) Consider the tetrahedron $T_{1}^{i}:=\left\langle v_{i}, v_{i j}, v_{i k}, v_{i l}\right\rangle$ shown in Fig. 2. Construct a PS12 split on $\left\langle v_{i j}, v_{i k}, v_{i l}\right\rangle$ using the edge points $d_{j}^{i}, d_{k}^{i}, d_{l}^{i}$ and the centroid $p_{i}$. The lines connecting the edge points intersect at the points $e_{j}^{i}, e_{k}^{i}, e_{l}^{i}$. Then connect $v_{i}$ to $p_{i}$ and to each of the $d$ 's and $e^{\prime}$ s to split $T_{1}^{i}$ into twelve subtetrahedra.
(2) Consider the tetrahedron $T_{2}^{i}:=\left\langle p_{i}, u_{j}, u_{k}, u_{l}\right\rangle$ shown in Fig. 3. Construct a PS6 split on each of its faces using the edge points $u_{j k}, u_{j l}, u_{k l}$ and $b_{j}^{i}, b_{k}^{i}, b_{l}^{i}$, and the centers $z_{j}^{i}, z_{k}^{i}, z_{l}^{i}, r_{i}$. Then connect $q_{i}$ to all points in the faces of $T_{2}^{i}$ to split $T_{2}^{i}$ into 24 tetrahedra.
(3) Consider the tetrahedron $T_{3}^{i}:=\left\langle w, u_{j}, u_{k}, u_{l}\right\rangle$ shown in Fig. 4. The face $\left\langle u_{j}, u_{k}, u_{l}\right\rangle$ has already been split into 6 triangles forming a PS6 split using the edge points $u_{j k}, u_{j l}, u_{k l}$ and the centroid $r_{i}$. Now split $T_{3}^{i}$ into six subtetrahedra by connecting $w$ to $r_{i}$ and to the three edge points.
(4) Consider the tetrahedron $T_{4, j}^{i}:=\left\langle p_{i}, v_{i j}, u_{k}, u_{l}\right\rangle$ shown in Fig. 5. The face $\left\langle p_{i}, u_{k}, u_{l}\right\rangle$ has already been split into six triangles by connecting $z_{j}^{i}$ to $p_{i}, b_{l}^{i}, u_{l}, u_{k l}, b_{k}^{i}$, see Fig. 7 (right). Now split the face $\left\langle p_{i}, u_{l}, v_{i j}\right\rangle$ into five triangles by connecting $x_{j, l}^{i}$ to the points $p_{i}, b_{l}^{i}, u_{l}, v_{i j}, e_{j}^{i}$, see Fig. 8 (left). Split the face $\left\langle p_{i}, v_{i j}, u_{k}\right\rangle$ into five triangles in a similar way. Split the face $\left\langle v_{i j}, u_{k}, u_{l}\right\rangle$ into two triangles by connecting $v_{i j}$ to $u_{k l}$. Finally, connect the point $t_{j}^{i}$ (which lies in the interior of $T_{4, j}^{i}$ ) to all points on the faces of $T_{4, j}$ to split it into 18 tetrahedra. Do the same for $T_{4, k}^{i}$ and $T_{4, l}^{i}$.
(5) Consider the tetrahedron $T_{5, l}^{i}:=\left\langle u_{l}, v_{i j}, v_{i k}, p_{i}\right\rangle$ shown in Fig. 6. All of its faces are already split. In particular, the face $\left\langle p_{i}, v_{i j}, v_{i k}\right\rangle$ was split into four triangles by connecting $d_{l}^{i}$ to $e_{k}^{i}, p_{i}, e_{j}^{i}$. The face $\left\langle p_{i}, v_{i j}, u_{l}\right\rangle$ was split into 5 triangles by connecting the point $x_{j, l}^{i}$ to $p_{i}, b_{l}^{i}, u_{l}, v_{i j}, e_{j}^{i}$. The face $\left\langle p_{i}, v_{i j}, u_{l}\right\rangle$ was split into 5 triangles using $x_{k, l}^{i}$. The face $\left\langle u_{l}, v_{i j}, v_{i k}\right\rangle$ was split into two triangles by connecting $d_{l}^{i}$ to $u_{l}$. Now connect $d_{l}^{i}$ to $x_{j, l}^{i}, b_{l}^{i}, x_{k, l}^{i}$ to partition $T_{5, l}^{i}$ into 10 subtetrahedra, all with a vertex at $d_{j}^{i}$. Do the same for $T_{5, j}^{i}$ and $T_{5, k}^{i}$.

Lemma 3.2. The tetrahedral partition $T_{M}$ of $T$ produced by Algorithm 3.1 contains 26 boundary vertices, 91 interior vertices, 72 boundary edges, 572 interior edges, 48 boundary faces, 984 interior faces, and 504 tetrahedra.

Proof. A simple count shows that steps (1)-(5) split each $Q^{i}$ into $6+12+24+3 \cdot 18+3 \cdot 10=126$ tetrahedra, which shows that $T$ is split into 504 tetrahedra. The other assertions can easily be checked by using the Java program described in Remark 1. The Euler relations connecting these numbers are described in Remark 2.

We conclude this section by observing that Algorithm 3.1 produces a split with very special geometry:
(G1) For each edge of the form $e:=\left\langle u_{k}, u_{l}\right\rangle$, there exists a plane containing all edges attached to $u_{k l}$ not collinear with $e$. In particular, $v_{i j}, t_{j}^{i}, e_{j}^{i}, z_{j}^{i}, p_{i}, q_{i}, r_{i}$ and $w$ are all in this plane.
(G2) For each edge of the form $e:=\left\langle p_{i}, u_{l}\right\rangle$, there exists a plane containing all edges attached to $b_{l}^{i}$ not collinear with $e$. In particular, $z_{j}^{i}, t_{j}^{i}, x_{j, l}^{i}, d_{l}^{i}, x_{k, l}^{i}, z_{k}^{i}, t_{k}^{i}$ and $q_{i}$ are all in this plane.

## 4. The Macro-element

Given an arbitrary tetrahedron $T:=\left\langle v_{1}, v_{2}, v_{3}, v_{4}\right\rangle$, let $T_{M}$ be the tetrahedral partition of $T$ in Lemma 3.2. Let $\mathcal{S}_{2}^{1}\left(T_{M}\right)$ be the corresponding trivariate spline space defined in (2.1). We now describe a minimal determining set for $\mathcal{S}_{2}^{1}\left(T_{M}\right)$. Throughout the paper, whenever we work with integers $i, j, k, l$ in $\mathbb{Z}_{4}$, we assume they are distinct. Let

$$
\begin{aligned}
\mathcal{M}_{V} & :=\bigcup_{i=1}^{4}\left\{\xi\left(v_{i}\right), \xi\left(v_{i}, v_{i j}\right), \xi\left(v_{i}, v_{i k}\right), \xi\left(v_{i}, v_{i l}\right): j, k, l \in \mathbb{Z}_{4}\right\}, \\
\mathcal{M}_{E} & :=\bigcup_{i=1}^{3} \bigcup_{j=i+1}^{4}\left\{\xi\left(v_{i j}, u_{k}\right), \xi\left(v_{i j}, u_{l}\right): k, l \in \mathbb{Z}_{4}\right\}, \\
\mathcal{M}_{F} & :=\bigcup_{i=1}^{4}\left\{\xi\left(u_{i}, w\right), \xi\left(d_{i}^{j}, p_{j}\right), \xi\left(d_{i}^{k}, p_{k}\right), \xi\left(d_{i}^{l}, p_{l}\right): j, k, l \in \mathbb{Z}_{4}\right\}
\end{aligned}
$$

Theorem 4.1. The set $\mathcal{M}:=\mathcal{M}_{V} \cup \mathcal{M}_{E} \cup \mathcal{M}_{F}$ is a minimal determining set for $\mathcal{S}_{2}^{1}\left(T_{M}\right)$, and $\operatorname{dim} \mathcal{S}_{2}^{1}\left(T_{M}\right)=44$.
Proof. To show that $\mathcal{M}$ is a minimal determining set, suppose we fix the coefficients of a quadratic spline $s$ defined on $T_{M}$ corresponding to the domain points in $\mathcal{M}$. We then divide the vertices of $T_{M}$ into 14 types, and in a series of 14 steps examine all vertices of each given type. At each step we deal with the balls (of radius 1) around vertices of the given type. For each such vertex $v$, we choose a set $\mathcal{B}(v)$ of four control points that have already been set or determined in earlier steps, and whose domain points lie in $B(v)$. If additional control points with domain points in $B(v)$ have been set or determined in earlier steps, we explicitly verify that they lie in the three-dimensional affine subspace in $\mathbb{R}^{4}$ spanned by $\mathcal{B}(v)$. Finally, we give explicit formulae for the coefficients of $s$ associated with the remaining domain points in the ball $B(v)$, and show that the corresponding control points lie in the three-dimensional affine subspace in $\mathbb{R}^{4}$ spanned by $\mathcal{B}(v)$. These formulae come directly from smoothness conditions, making use of the geometry of the partition. For all $i, j, k, l \in \mathbb{Z}_{4}$, carry out the following steps:
Step 1: For each $v_{i}$, let

$$
\mathcal{B}\left(v_{i}\right):=\left\{\mathcal{C}\left(v_{i}\right), \mathcal{C}\left(v_{i}, v_{i j}\right), \mathcal{C}\left(v_{i}, v_{i k}\right), \mathcal{C}\left(v_{i}, v_{i l}\right)\right\}
$$

These control points correspond to domain points in $\mathcal{M}$, and thus have already been fixed. By the geometry (see Fig. 2) and the formulae in (3.2) and (3.4),

$$
\begin{align*}
\xi\left(v_{i}, d_{l}^{i}\right) & =\left[\xi\left(v_{i}, v_{i j}\right)+\xi\left(v_{i}, v_{i k}\right)\right] / 2 \\
\xi\left(v_{i}, e_{j}^{i}\right) & =\left[\xi\left(v_{i}, d_{k}^{i}\right)+\xi\left(v_{i}, d_{l}^{i}\right)\right] / 2  \tag{4.1}\\
\xi\left(v_{i}, p_{i}\right) & =\left[\xi\left(v_{i}, v_{i j}\right)+\xi\left(v_{i}, v_{i k}\right)+\xi\left(v_{i}, v_{i l}\right)\right] / 3
\end{align*}
$$

We now define the coefficients of $s$ associated with the domain points on the left in (4.1) by simply replacing $\xi$ by $c$ in these formulae. Thus, for example, we take $c\left(v_{i}, d_{l}^{i}\right):=\left[c\left(v_{i}, v_{i j}\right)+\right.$ $\left.c\left(v_{i}, v_{i k}\right)\right] / 2$. This insures that the corresponding control points lie in the span of $\mathcal{B}\left(v_{i}\right)$, and so we have $C^{1}$ smoothness at $v_{i}$.
Step 2. For each $v_{i j}$, let

$$
\mathcal{B}\left(v_{i j}\right):=\left\{\mathcal{C}\left(v_{i j}, v_{i}\right), \mathcal{C}\left(v_{i j}, v_{j}\right), \mathcal{C}\left(v_{i j}, u_{k}\right), \mathcal{C}\left(v_{i j}, u_{l}\right)\right\} .
$$

These control points have been fixed at the outset. By the geometry (see Figs. 2, 7 and 8) and the formulae in (3.1) and (3.4),

$$
\begin{align*}
& \xi\left(v_{i j}\right)=\left[\xi\left(v_{i j}, v_{i}\right)+\xi\left(v_{i j}, v_{j}\right)\right] / 2, \\
& \xi\left(v_{i j}, d_{l}^{i}\right)=\left[\xi\left(v_{i j}, v_{i}\right)+3 \xi\left(v_{i j}, u_{l}\right)\right] / 4, \\
& \xi\left(v_{i j}, e_{j}^{i}\right)=\left[\xi\left(v_{i j}, d_{k}^{i}\right)+\xi\left(v_{i j}, d_{l}^{i}\right)\right] / 2,  \tag{4.2}\\
& \xi\left(v_{i j}, x_{j, l}^{i}\right)=\left[3 \xi\left(v_{i j}, u_{l}\right)+8 \xi\left(v_{i j}, e_{j}^{i}\right)\right] / 11, \\
& \xi\left(v_{i j}, u_{k l}\right)=\left[\xi\left(v_{i j}, u_{k}\right)+\xi\left(v_{i j}, u_{l}\right)\right] / 2, \\
& \xi\left(v_{i j}, t_{j}^{i}\right)=\left[4 \xi\left(v_{i j}, e_{j}^{i}\right)+3 \xi\left(v_{i j}, u_{k l}\right)\right] / 7 .
\end{align*}
$$

We now define coefficients corresponding to the domain points on the left of these formulae by replacing $\xi$ with $c$. This gives control points that lie in the span of $\mathcal{B}\left(v_{i j}\right)$, and we have $C^{1}$ smoothness at $v_{i j}$.
Step 3. For each $d_{l}^{i}$, let

$$
\mathcal{B}\left(d_{l}^{i}\right):=\left\{\mathcal{C}\left(d_{l}^{i}, v_{i}\right), \mathcal{C}\left(d_{l}^{i}, v_{i j}\right), \mathcal{C}\left(d_{l}^{i}, v_{i k}\right), \mathcal{C}\left(d_{l}^{i}, p_{i}\right)\right\}
$$

The first of these control points was determined in Step 1, the second and third in Step 2, and the last was fixed. By the geometry (see Figs. 2 and 6) and the formulae in (3.4),

$$
\begin{align*}
& \xi\left(d_{l}^{i}\right)=\left[\xi\left(d_{l}^{i}, v_{i j}\right)+\xi\left(d_{l}^{i}, v_{i k}\right)\right] / 2, \\
& \xi\left(d_{l}^{i}, e_{j}^{i}\right)=\left[\xi\left(d_{l}^{i}, v_{i j}\right)+3 \xi\left(d_{l}^{i}, p_{i}\right)\right] / 4, \\
& \xi\left(d_{l}^{i}, u_{l}\right)=\left[4 \xi\left(d_{l}^{i}\right)-\xi\left(d_{l}^{i}, v_{i}\right)\right] / 3,  \tag{4.3}\\
& \xi\left(d_{l}^{i}, b_{l}^{i}\right)=\left[2 \xi\left(d_{l}^{i}, p_{i}\right)+\xi\left(d_{l}^{i}, u_{l}\right)\right] / 3, \\
& \xi\left(d_{l}^{i}, x_{j, l}^{i}\right)=\left[9 \xi\left(d_{l}^{i}, b_{l}^{i}\right)+2 \xi\left(d_{l}^{i}, v_{i j}\right)\right] / 11 .
\end{align*}
$$

Defining the corresponding coefficients by the analogous formula with $\xi$ replaced by $c$, we see that the corresponding control points lie in the span of $\mathcal{B}\left(d_{l}^{i}\right)$, and we have $C^{1}$ smoothness at $d_{l}^{i}$. Step 4. For each $e_{j}^{i}$, let

$$
\mathcal{B}\left(e_{j}^{i}\right):=\left\{\mathcal{C}\left(e_{j}^{i}, v_{i}\right), \mathcal{C}\left(e_{j}^{i}, v_{i j}\right), \mathcal{C}\left(e_{j}^{i}, d_{k}^{i}\right), \mathcal{C}\left(e_{j}^{i}, d_{l}^{i}\right)\right\} .
$$

These control points were computed in Steps 1, 2, and 3. By the geometry (see Figs. 2 and 6) and the formulae in (3.4),

$$
\begin{align*}
& \xi\left(e_{j}^{i}\right)=\left[\xi\left(e_{j}^{i}, d_{k}^{i}\right)+\xi\left(e_{j}^{i}, d_{l}^{i}\right)\right] / 2, \\
& \xi\left(e_{j}^{i}, p_{i}\right)=\left[4 \xi\left(e_{j}^{i}\right)-\xi\left(e_{j}^{i}, v_{i j}\right)\right] / 3,  \tag{4.4}\\
& \xi\left(e_{j}^{i}, x_{j, l}^{i}\right)=\left[8 \xi\left(e_{j}^{i}\right)+4 \xi\left(e_{j}^{i}, d_{l}^{i}\right)-\xi\left(e_{j}^{i}, v_{i}\right)\right] / 11, \\
& \xi\left(e_{j}^{i}, t_{j}^{i}\right)=\left[8 \xi\left(e_{j}^{i}\right)-\xi\left(e_{j}^{i}, v_{i}\right)\right] / 7 .
\end{align*}
$$

It follows that the control points corresponding to coefficients satisfying the analogous formulae with $\xi$ replaced by $c$ lie in the span of $\mathcal{B}\left(e_{j}^{i}\right)$, and we have $C^{1}$ smoothness at $e_{j}^{i}$.
Step 5. For each $p_{i}$, let

$$
\mathcal{B}\left(p_{i}\right):=\left\{\mathcal{C}\left(p_{i}, v_{i}\right), \mathcal{C}\left(p_{i}, d_{j}^{i}\right), \mathcal{C}\left(p_{i}, d_{k}^{i}\right), \mathcal{C}\left(p_{i}, d_{l}^{i}\right)\right\}
$$

The first of these was computed in Step 1, while the others were set. In this case not all coefficients corresponding to the remaining domain points in $B\left(p_{i}\right)$ are free. In particular, the coefficients $c\left(p_{i}, e_{j}^{i}\right), c\left(p_{i}, e_{k}^{i}\right), c\left(p_{i}, e_{l}^{i}\right)$ were already computed in Step 4. Thus, we have to verify that the corresponding control points lie in the span of $\mathcal{B}\left(p_{i}\right)$ in order to be sure there is no inconsistency. We check one. Taking appropriate combinations of previously defined control points gives

$$
\mathcal{C}\left(p_{i}, e_{j}^{i}\right)=\left[\mathcal{C}\left(p_{i}, d_{k}^{i}\right)+\mathcal{C}\left(p_{i}, d_{l}^{i}\right)\right] / 2
$$

which shows that $\mathcal{C}\left(e_{j}^{i}, p_{i}\right)$ lies in the span of $\mathcal{B}\left(p_{i}\right)$. By the geometry (see Figs. 6-8),

$$
\begin{align*}
& \xi\left(p_{i}\right)=\left[\xi\left(p_{i}, d_{j}^{i}\right)+\xi\left(p_{i}, d_{k}^{i}\right)+\xi\left(p_{i}, d_{l}^{i}\right)\right] / 3, \\
& \xi\left(p_{i}, b_{l}^{i}\right)=\left[4 \xi\left(p_{i}, d_{l}^{i}\right)+6 \xi\left(p_{i}\right)-\xi\left(p_{i}, v_{i}\right)\right] / 9, \\
& \xi\left(p_{i}, x_{j, l}^{i}\right)=\left[8 \xi\left(p_{i}, e_{j}^{i}\right)+9 \xi\left(p_{i}, b_{l}^{i}\right)-6 \xi\left(p_{i}\right)\right] / 11, \\
& \xi\left(p_{i}, z_{j}^{i}\right)=\left[3 \xi\left(p_{i}, b_{k}^{i}\right)+3 \xi\left(p_{i}, b_{l}^{i}\right)-2 \xi\left(p_{i}\right)\right] / 4,  \tag{4.5}\\
& \xi\left(p_{i}, q_{i}\right)=\left[6 \xi\left(p_{i}\right)-\xi\left(p_{i}, v_{i}\right)\right] / 5, \\
& \xi\left(p_{i}, t_{j}^{i}\right)=\left[12 \xi\left(p_{i}, z_{j}^{i}\right)-5 \xi\left(p_{i}, q_{i}\right)\right] / 7 .
\end{align*}
$$

It follows that the control points associated with coefficients satisfying the analogous formulae lie in the span of $\mathcal{B}\left(p_{i}\right)$, and we have $C^{1}$ smoothness at $p_{i}$.
Step 6. For each $u_{l}$, let

$$
\mathcal{B}\left(u_{l}\right):=\left\{\mathcal{C}\left(u_{l}, v_{i j}\right), \mathcal{C}\left(u_{l}, v_{i k}\right), \mathcal{C}\left(u_{l}, v_{j k}\right), \mathcal{C}\left(u_{l}, w\right)\right\} .
$$

The first three of these control points were computed in Step 2, while the last was fixed at the outset. The coefficients $c\left(u_{l}, d_{l}^{i}\right), c\left(u_{l}, d_{l}^{j}\right), c\left(u_{l}, d_{l}^{k}\right)$ were computed in Step 3. We must verify that the corresponding control points lie in the span of $\mathcal{B}\left(u_{l}\right)$. We check just one. Taking appropriate combinations of previously defined control points gives

$$
\mathcal{C}\left(u_{l}, d_{l}^{i}\right)=\left[\mathcal{C}\left(u_{l}, v_{i j}\right)+\mathcal{C}\left(u_{l}, v_{i k}\right)\right] / 2 .
$$

By the geometry (see Figs. 6-8),

$$
\begin{align*}
& \xi\left(u_{l}\right)=\left[\xi\left(u_{l}, v_{i j}\right)+\xi\left(u_{l}, v_{j k}\right)+\xi\left(u_{l}, v_{i k}\right)\right] / 3, \\
& \xi\left(u_{l}, u_{k l}\right)=\left[2 \xi\left(u_{l}, w\right)+\xi\left(u_{l}, v_{i j}\right)\right] / 3, \\
& \xi\left(u_{l}, r_{i}\right)=\left[2 \xi\left(u_{l}, u_{j l}\right)+2 \xi\left(u_{l}, u_{k l}\right)-\xi\left(u_{l}\right)\right] / 3, \\
& \xi\left(u_{l}, q_{i}\right)=\left[9 \xi\left(u_{l}, r_{i}\right)-4 \xi\left(u_{l}, w\right)\right] / 5, \\
& \xi\left(u_{l}, b_{l}^{i}\right)=\left[5 \xi\left(u_{l}, q_{i}\right)+4 \xi\left(u_{l}, d_{l}^{i}\right)\right] / 9,  \tag{4.6}\\
& \xi\left(u_{l}, z_{j}^{i}\right)=\left[9 \xi\left(u_{l}, b_{l}^{i}\right)+6 \xi\left(u_{l}, u_{k l}\right)-3 \xi\left(u_{l}\right)\right] / 12, \\
& \xi\left(u_{l}, t_{j}^{i}\right)=\left[6 \xi\left(u_{l}, z_{j}^{i}\right)+\xi\left(u_{l}, v_{i j}\right)\right] / 7, \\
& \xi\left(u_{l}, x_{j, l}^{i}\right)=\left[7 \xi\left(u_{l}, t_{j}^{i}\right)+4 \xi\left(u_{l}, d_{l}^{i}\right)\right] / 11 .
\end{align*}
$$

Using these formulae to define coefficients associated with the domain points on the left in (4.6), we get control points that lie in the span of $\mathcal{B}\left(u_{l}\right)$, and we have $C^{1}$ smoothness at $u_{l}$.
Step 7. For $w$, let

$$
\mathcal{B}(w):=\left\{\mathcal{C}\left(w, u_{1}\right), \mathcal{C}\left(w, u_{2}\right), \mathcal{C}\left(w, u_{3}\right), \mathcal{C}\left(w, u_{4}\right)\right\}
$$

These control points were fixed at the outset. By the geometry (see Fig. 4),

$$
\begin{align*}
& \xi(w)=\left[\xi\left(w, u_{1}\right)+\xi\left(w, u_{2}\right)+\xi\left(w, u_{3}\right)+\xi\left(w, u_{4}\right)\right] / 4, \\
& \xi\left(w, r_{i}\right)=\left[\xi\left(w, u_{j}\right)+\xi\left(w, u_{k}\right)+\xi\left(w, u_{l}\right)\right] / 3,  \tag{4.7}\\
& \xi\left(w, u_{k l}\right)=\left[\xi\left(w, u_{k}\right)+\xi\left(w, u_{l}\right)\right] / 2
\end{align*}
$$

Defining the corresponding coefficients by the analogous formula with $\xi$ replaced by $c$, it follows that the associated control points lie in the span of $\mathcal{B}(w)$, and we have $C^{1}$ smoothness at $w$.
Step 8. For each $r_{i}$, let

$$
\mathcal{B}\left(r_{i}\right):=\left\{\mathcal{C}\left(r_{i}, u_{j}\right), \mathcal{C}\left(r_{i}, u_{k}\right), \mathcal{C}\left(r_{i}, u_{l}\right), \mathcal{C}\left(r_{i}, w\right)\right\} .
$$

These control points were determined in Steps 6 and 7. By the geometry (see Fig. 4),

$$
\begin{align*}
& \xi\left(r_{i}\right)=\left[\xi\left(r_{i}, u_{j}\right)+\xi\left(r_{i}, u_{k}\right)+\xi\left(r_{i}, u_{l}\right)\right] / 3 \\
& \xi\left(r_{i}, u_{k l}\right)=\left[\xi\left(r_{i}, u_{k}\right)+\xi\left(r_{i}, u_{l}\right)\right] / 2  \tag{4.8}\\
& \xi\left(r_{i}, q_{i}\right)=\left[9 \xi\left(r_{i}\right)-4 \xi\left(r_{i}, w\right)\right] / 5
\end{align*}
$$

We now choose coefficients associated with the domain points on the left in these formulae by replacing $\xi$ by $c$. By construction the corresponding control points lie in the span of $\mathcal{B}\left(r_{i}\right)$, and we have $C^{1}$ smoothness at $r_{i}$.
Step 9. For each $u_{k l}$, let

$$
\mathcal{B}\left(u_{k l}\right):=\left\{\mathcal{C}\left(u_{k l}, u_{k}\right), \mathcal{C}\left(u_{k l}, u_{l}\right), \mathcal{C}\left(u_{k l}, r_{i}\right), \mathcal{C}\left(u_{k l}, r_{j}\right)\right\}
$$

The first two of these control points were computed in Step 6, while the last two were determined in Step 8. By the geometry,

$$
\begin{equation*}
\xi\left(u_{k l}\right)=\left[\xi\left(u_{k l}, u_{k}\right)+\xi\left(u_{k l}, u_{l}\right)\right] / 2, \tag{4.9}
\end{equation*}
$$

so we can set $c\left(u_{k l}\right):=\left[c\left(u_{k l}, u_{k}\right)+c\left(u_{k l}, u_{l}\right)\right] / 2$. The coefficient $c\left(u_{k l}, w\right)$ was determined in Step 7. However, taking appropriate combinations of previously defined control points gives

$$
\mathcal{C}\left(u_{k l}, w\right)=\left[3 \mathcal{C}\left(u_{k l}, r_{i}\right)+3 \mathcal{C}\left(u_{k l}, r_{j}\right)-2 \mathcal{C}\left(u_{k l}\right)\right] / 4,
$$

and so there is no inconsistency. Similarly, the coefficient $c\left(u_{k l}, v_{i j}\right)$ was determined in Step 2, but there is no inconsistency since

$$
\mathcal{C}\left(u_{k l}, v_{i j}\right)=3 \mathcal{C}\left(u_{k l}\right)-2 \mathcal{C}\left(u_{k l}, w\right) .
$$

By the geometry (see Fig. 8) and the formulae in (3.3),

$$
\begin{align*}
& \xi\left(u_{k l}, q_{i}\right)=\left[9 \xi\left(u_{k l}, r_{i}\right)-4 \xi\left(u_{k l}, w\right)\right] / 5 \\
& \xi\left(u_{k l}, z_{j}^{i}\right)=\left[5 \xi\left(u_{k l}, q_{i}\right)-3 \xi\left(u_{k l}, r_{i}\right)+2 \xi\left(u_{k l}\right)\right] / 4,  \tag{4.10}\\
& \xi\left(u_{k l}, t_{j}^{i}\right)=\left[6 \xi\left(u_{k l}, z_{j}^{i}\right)+\xi\left(u_{k l}, v_{i j}\right)\right] / 7 .
\end{align*}
$$

Replacing the $\xi$ by $c$ in these formulae, we see that the associated control points lie in the span of $\mathcal{B}\left(u_{k l}\right)$, and we have $C^{1}$ smoothness at $u_{k l}$.

Step 10. For each $q_{i}$, let

$$
\mathcal{B}\left(q_{i}\right):=\left\{\mathcal{C}\left(q_{i}, u_{j}\right), \mathcal{C}\left(q_{i}, u_{k}\right), \mathcal{C}\left(q_{i}, u_{l}\right), \mathcal{C}\left(q_{i}, p_{i}\right)\right\} .
$$

These were determined in Steps 5 and 6. Two other coefficients associated with domain points in $B\left(q_{i}\right)$ were already determined, namely $c\left(q_{i}, r_{i}\right)$ in Step 8 , and $c\left(q_{i}, u_{k l}\right)$ in Step 9 .
Taking appropriate combinations of previously defined control points gives

$$
\mathcal{C}\left(q_{i}, r_{i}\right)=\left[\mathcal{C}\left(q_{i}, u_{j}\right)+\mathcal{C}\left(q_{i}, u_{k}\right)+\mathcal{C}\left(q_{i}, u_{l}\right)\right] / 3
$$

and

$$
\mathcal{C}\left(q_{i}, u_{k l}\right)=\left[\mathcal{C}\left(q_{i}, u_{k}\right)+\mathcal{C}\left(q_{i}, u_{l}\right)\right] / 2
$$

which insure that there are no inconsistencies. By the geometry (see Fig. 8) and the formulae in (3.2),

$$
\begin{align*}
& \xi\left(q_{i}\right)=\left[2 \xi\left(q_{i}, p_{i}\right)+\xi\left(q_{i}, u_{j}\right)+\xi\left(q_{i}, u_{k}\right)+\xi\left(q_{i}, u_{l}\right)\right] / 5 \\
& \xi\left(q_{i}, b_{l}^{i}\right)=\left[2 \xi\left(q_{i}, p_{i}\right)+\xi\left(q_{i}, u_{l}\right)\right] / 3  \tag{4.11}\\
& \xi\left(q_{i}, z_{j}^{i}\right)=\left[2 \xi\left(q_{i}, p_{i}\right)+\xi\left(q_{i}, u_{k}\right)+\xi\left(q_{i}, u_{l}\right)\right] / 4
\end{align*}
$$

It follows that the control points corresponding to coefficients satisfying the analogous formulae with $\xi$ replaced by $c$ lie in the span of $\mathcal{B}\left(q_{i}\right)$, and we have $C^{1}$ smoothness at $q_{i}$.
Step 11. For each $t_{j}^{i}$, let

$$
\mathcal{B}\left(t_{j}^{i}\right):=\left\{\mathcal{C}\left(t_{j}^{i}, v_{i j}\right), \mathcal{C}\left(t_{j}^{i}, p_{i}\right), \mathcal{C}\left(t_{j}^{i}, u_{k}\right), \mathcal{C}\left(t_{j}^{i}, u_{l}\right)\right\}
$$

These were determined in Steps 2, 5, and 6. The coefficients $c\left(t_{j}^{i}, e_{j}^{i}\right)$ and $c\left(t_{j}^{i}, u_{k l}\right)$ were previously computed in Steps 4 and 9. But there is no inconsistency since

$$
\mathcal{C}\left(t_{j}^{i}, e_{j}^{i}\right)=\left[3 \mathcal{C}\left(t_{j}^{i}, p_{i}\right)+\mathcal{C}\left(t_{j}^{i}, v_{i j}\right)\right] / 4
$$

and

$$
\mathcal{C}\left(t_{j}^{i}, u_{k l}\right)=\left[\mathcal{C}\left(t_{j}^{i}, u_{k}\right)+\mathcal{C}\left(t_{j}^{i}, u_{l}\right)\right] / 2 .
$$

By the geometry (see Figs. 7 and 8),

$$
\begin{align*}
& \xi\left(t_{j}^{i}\right)=\left[4 \xi\left(t_{j}^{i}, e_{j}^{i}\right)+3 \xi\left(t_{j}^{i}, u_{k l}\right)\right] / 7 \\
& \xi\left(t_{j}^{i}, z_{j}^{i}\right)=\left[2 \xi\left(t_{j}^{i}, p_{i}\right)+\xi\left(t_{j}^{i}, u_{k}\right)+\xi\left(t_{j}^{i}, u_{l}\right)\right] / 4  \tag{4.12}\\
& \xi\left(t_{j}^{i}, b_{l}^{i}\right)=\left[2 \xi\left(t_{j}^{i}, p_{i}\right)+\xi\left(t_{j}^{i}, u_{l}\right)\right] / 3 \\
& \xi\left(t_{j}^{i}, x_{j, l}^{i}\right)=\left[9 \xi\left(t_{j}^{i}, b_{l}^{i}\right)+2 \xi\left(t_{j}^{i}, v_{i j}\right)\right] / 11
\end{align*}
$$

Defining the corresponding coefficients by the analogous formula with $\xi$ replaced by $c$, it follows that the associated control points lie in the span of $\mathcal{B}\left(t_{j}^{i}\right)$, and we have $C^{1}$ smoothness at $t_{j}^{i}$.
Step 12. For each $z_{j}^{i}$, let

$$
\mathcal{B}\left(z_{j}^{i}\right):=\left\{\mathcal{C}\left(z_{j}^{i}, q_{i}\right), \mathcal{C}\left(z_{j}^{i}, p_{i}\right), \mathcal{C}\left(z_{j}^{i}, u_{k}\right), \mathcal{C}\left(z_{j}^{i}, u_{l}\right)\right\} .
$$

These were determined in Steps 5, 6, and 10. The coefficients $c\left(z_{j}^{i}, u_{k l}\right)$ and $c\left(z_{j}^{i}, t_{j}^{i}\right)$ were previously determined in Steps 9 and 11. But there is no inconsistency, since

$$
\mathcal{C}\left(z_{j}^{i}, u_{k l}\right)=\left[\mathcal{C}\left(z_{j}^{i}, u_{k}\right)+\mathcal{C}\left(z_{j}^{i}, u_{l}\right)\right] / 2,
$$

and

$$
\mathcal{C}\left(z_{j}^{i}, t_{j}^{i}\right)=\left[-5 \mathcal{C}\left(z_{j}^{i}, q_{i}\right)+6 \mathcal{C}\left(z_{j}^{i}, p_{i}\right)+3 \mathcal{C}\left(z_{j}^{i}, u_{k}\right)+3 \mathcal{C}\left(z_{j}^{i}, u_{l}\right)\right] / 7
$$

By the geometry (see Figs. 7 and 8),

$$
\begin{align*}
& \xi\left(z_{j}^{i}\right)=\left[2 \xi\left(z_{j}^{i}, p_{i}\right)+\xi\left(z_{j}^{i}, u_{k}\right)+\xi\left(z_{j}^{i}, u_{l}\right)\right] / 4  \tag{4.13}\\
& \xi\left(z_{j}^{i}, b_{l}^{i}\right)=\left[2 \xi\left(z_{j}^{i}, p_{i}\right)+\xi\left(z_{j}^{i}, u_{l}\right)\right] / 3 .
\end{align*}
$$

For each domain point on the left in (4.13), we now define the corresponding coefficient by the analogous formula with $\xi$ replaced by $c$, and it follows that the associated control points lie in the span of $\mathcal{B}\left(t_{j}^{i}\right)$, and we have $C^{1}$ smoothness at $t_{j}^{i}$.
Step 13. For each $x_{j, l}^{i}$, let

$$
\mathcal{B}\left(x_{j, l}^{i}\right):=\left\{\mathcal{C}\left(x_{j, l}^{i}, v_{i j}\right), \mathcal{C}\left(x_{j, l}^{i}, p_{i}\right), \mathcal{C}\left(x_{j, l}^{i}, u_{l}\right), \mathcal{C}\left(x_{j, l}^{i}, t_{j}^{i}\right)\right\}
$$

These were determined in Steps 2, 5, 6, and 11. The coefficient $c\left(x_{j, l}^{i}, e_{j}^{i}\right)$ was computed in Step 4, but there is no inconsistency since

$$
\mathcal{C}\left(x_{j, l}^{i}, e_{j}^{i}\right)=\left[\mathcal{C}\left(x_{j, l}^{i}, v_{i j}\right)+3 \mathcal{C}\left(x_{j, l}^{i}, p_{i}\right)\right] / 4 .
$$

Now by the geometry,

$$
\begin{align*}
& \xi\left(x_{j, l}^{i}\right)=\left[3 \xi\left(x_{j, l}^{i}, u_{l}\right)+8 \xi\left(x_{j, l}^{i}, e_{j}^{i}\right)\right] / 11  \tag{4.14}\\
& \xi\left(x_{j, l}^{i}, b_{l}^{i}\right)=\left[2 \xi\left(x_{j, l}^{i}, p_{i}\right)+\xi\left(x_{j, l}^{i}, u_{l}\right)\right] / 3
\end{align*}
$$

and we can compute the corresponding coefficients with the same formulae. The coefficient $c\left(x_{j, l}^{i}, d_{l}^{i}\right)$ was computed in Step 3, but there is no inconsistency since

$$
\mathcal{C}\left(x_{j, l}^{i}, d_{l}^{i}\right)=\left[11 \mathcal{C}\left(x_{j, l}^{i}\right)-7 \mathcal{C}\left(x_{j, l}^{i}, t_{j}^{i}\right)\right] / 4 .
$$

We have shown that $s$ is $C^{1}$ at $x_{j, l}^{i}$.
Step 14. For each $b_{l}^{i}$, let

$$
\mathcal{B}\left(b_{l}^{i}\right):=\left\{\mathcal{C}\left(b_{l}^{i}, p_{i}\right), \mathcal{C}\left(b_{l}^{i}, u_{l}\right), \mathcal{C}\left(b_{l}^{i}, z_{j}^{i}\right), \mathcal{C}\left(b_{l}^{i}, z_{k}^{i}\right)\right\}
$$

These were determined in Steps 5, 6, and 12. By the geometry,

$$
\xi\left(b_{l}^{i}\right)=\left[2 \xi\left(b_{l}^{i}, p_{i}\right)+\xi\left(b_{l}^{i}, u_{l}\right)\right] / 3
$$

and we can set $c\left(b_{l}^{i}\right):=\left[2 c\left(b_{l}^{i}, p_{i}\right)+c\left(b_{l}^{i}, u_{l}\right)\right] / 3$. Note that the coefficients $c\left(b_{l}^{i}, d_{l}^{i}\right)$, $c\left(b_{l}^{i}, q_{i}\right), c\left(b_{l}^{i}, t_{j}^{i}\right), c\left(b_{l}^{i}, t_{k}^{i}\right), c\left(b_{l}^{i}, x_{j, k}^{i}\right)$ and $c\left(b_{l}^{i}, x_{j, l}^{i}\right)$ were computed in Steps 3, 10, 11, and 13, respectively. But these lead to no inconsistencies, since

$$
\begin{aligned}
& \mathcal{C}\left(b_{l}^{i}, d_{l}^{i}\right)=\left[9 \mathcal{C}\left(b_{l}^{i}\right)-3 \mathcal{C}\left(b_{l}^{i}, z_{j}^{i}\right)-3 \mathcal{C}\left(b_{l}^{i}, z_{k}^{i}\right)\right] / 3, \\
& \mathcal{C}\left(b_{l}^{i}, q_{i}\right)=\left[-9 \mathcal{C}\left(b_{l}^{i}\right)+12 \mathcal{C}\left(b_{l}^{i}, z_{j}^{i}\right)+12 \mathcal{C}\left(b_{l}^{i}, z_{k}^{i}\right)\right] / 15, \\
& \mathcal{C}\left(b_{l}^{i}, t_{j}^{i}\right)=\left[-5 \mathcal{C}\left(b_{l}^{i}, q_{i}\right)+12 \mathcal{C}\left(b_{l}^{i}, z_{j}^{i}\right)\right] / 7, \\
& \mathcal{C}\left(b_{l}^{i}, x_{j, l}^{i}\right)=\left[7 \mathcal{C}\left(b_{l}^{i}, t_{j}^{i}\right)+4 \mathcal{C}\left(b_{l}^{i}, d_{l}^{i}\right)\right] / 11 .
\end{aligned}
$$

We have shown that $s$ is $C^{1}$ at $b_{l}^{i}$.

We have now computed all coefficients of $s$, and have shown that $s$ is $C^{1}$ at every vertex of $T_{M}$. It follows that $\mathcal{M}$ is a minimal determining set for $\mathcal{S}_{2}^{1}\left(T_{M}\right)$, and the dimension of $\mathcal{S}_{2}^{1}\left(T_{M}\right)$ is just the cardinality of $\mathcal{M}$, which is easily seen to be 44 .

We now show how to use the space $\mathcal{S}_{2}^{1}\left(T_{M}\right)$ to solve a simple Hermite interpolation problem involving 44 pieces of data at vertices, at midpoints of edges, and at four points on each face of $T$. Given $f \in C^{1}(T)$, let $D_{v, u} f$ be the directional derivative of $f$ in the direction from $v$ to $u$.

Theorem 4.2. Suppose $f \in C^{1}(T)$. Then there exists a unique $s \in \mathcal{S}_{2}^{1}\left(T_{M}\right)$ such that for all distinct $i, j, k, l \in \mathbb{Z}_{4}$,
(1) $s\left(v_{i}\right)=f\left(v_{i}\right)$,
(2) $D_{v_{i}, v_{i j}} s\left(v_{i}\right)=D_{v_{i}, v_{i j}} f\left(v_{i}\right)$,
(3) $D_{v_{i j}, u_{k}} s\left(v_{i j}\right)=D_{v_{i j}, u_{k}} f\left(v_{i j}\right)$,
(4) $D_{d_{j}^{i}, p_{i}} s\left(d_{j}^{i}\right)=D_{d_{j}^{i}, p_{i}} f\left(d_{j}^{i}\right)$,
(5) $D_{u_{i}, w} s\left(u_{i}\right)=D_{u_{i}, w} f\left(u_{i}\right)$.

Proof. First we set $c\left(v_{i}\right):=f\left(v_{i}\right)$ and

$$
c\left(v_{i}, v_{i j}\right):=f\left(v_{i}\right)+D_{v_{i}, v_{i j}} f\left(v_{i}\right) / 2, \quad j \in \mathbb{Z}_{4} \backslash\{i\} .
$$

Next for each vertex $v_{i j}$, we use the formula in Step 2 of the proof of Theorem 4.1 to compute $c\left(v_{i j}\right)$, and set

$$
c\left(v_{i j}, u_{k}\right):=c\left(v_{i j}\right)+D_{v_{i j}, u_{k}} f\left(v_{i j}\right) / 2, \quad k \in \mathbb{Z}_{4} \backslash\{i, j\}
$$

For each vertex $d_{j}^{i}$, we use the formula in Step 3 of the proof of Theorem 4.1 to compute $c\left(d_{j}^{i}\right)$ and set

$$
c\left(d_{j}^{i}, p_{i}\right):=c\left(d_{j}^{i}\right)+D_{d_{j}^{i}, p_{i}} f\left(d_{j}^{i}\right) / 2
$$

Finally, for each vertex $u_{i}$, we use the formula in Step 6 of the proof of Theorem 4.1 to compute $c\left(u_{i}\right)$, and set

$$
c\left(u_{i}, w\right):=c\left(u_{i}\right)+D_{u_{i}, w} f\left(u_{i}\right) / 2 .
$$

At this point we have computed all coefficients of $s$ corresponding to the minimal determining set $\mathcal{M}$ of Theorem 4.1 (and a few others using the $C^{1}$ smoothness conditions). But then by the theorem all other coefficients are determined.

## 5. The macro-element space

Given an arbitrary tetrahedral partition $\Delta$ of a polyhedral domain $\Omega$, let $\triangle_{M}$ be the result of applying the splitting process of Section 3 to each tetrahedron $T$ of $\Delta$. Let $\mathcal{S}_{2}^{1}\left(\Delta_{M}\right)$ be the corresponding trivariate spline space defined in (2.1). In this section we construct a minimal determining set for $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ and use it to show that the space has full approximation power.

For each vertex $v$ of $\Delta$, choose a tetrahedron $T_{v}:=\left\langle v_{1}, v_{2}, v_{3}, v_{4}\right\rangle$ in $\Delta$ such that $v=v_{1}$, and let $\mathcal{M}_{v}:=\left\{\xi\left(v_{1}\right), \xi\left(v_{1}, v_{12}\right), \xi\left(v_{1}, v_{13}\right), \xi\left(v_{1}, v_{14}\right)\right\}$. For each edge $e$ of $\Delta$, choose a tetrahedron $T_{e}:=\left\langle v_{1}, v_{2}, v_{3}, v_{4}\right\rangle$ in $\Delta$ such that $e=\left\langle v_{1}, v_{2}\right\rangle$, and let $\mathcal{M}_{e}:=\left\{\xi\left(v_{12}, u_{3}\right), \xi\left(v_{12}, u_{4}\right)\right\}$. Finally, for each face $F$ of $\Delta$, choose a tetrahedron $T_{F}:=\left\langle v_{1}, v_{2}, v_{3}, v_{4}\right\rangle$ in $\triangle$ with $F:=\left\langle v_{1}, v_{2}, v_{3}\right\rangle$ and let $\mathcal{M}_{F}:=\left\{\xi\left(u_{4}, w\right), \xi\left(d_{4}^{1}, p_{1}\right), \xi\left(d_{4}^{2}, p_{2}\right), \xi\left(d_{4}^{3}, p_{3}\right)\right\}$. Let $\mathcal{V}, \mathcal{E}, \mathcal{F}$ be the sets of all vertices, edges, and faces of $\triangle$. Let $n_{V}, n_{E}, n_{F}$ be the cardinalities of these sets.

Theorem 5.1. The set

$$
\mathcal{M}:=\bigcup_{v \in \mathcal{V}} \mathcal{M}_{v} \cup \bigcup_{e \in \mathcal{E}} \mathcal{M}_{e} \cup \bigcup_{F \in \mathcal{F}} \mathcal{M}_{F}
$$

is a minimal determining set for $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$. Moreover,

$$
\begin{equation*}
\operatorname{dim} \mathcal{S}_{2}^{1}\left(\Delta_{M}\right)=4 n_{V}+2 n_{E}+4 n_{F} \tag{5.1}
\end{equation*}
$$

Proof. First we show that $\mathcal{M}$ is a determining set. Suppose we set the coefficients of $s \in \mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ corresponding to all domain points in $\mathcal{M}$. For each vertex $v$, this amounts to setting four coefficients associated with domain points in the ball $B(v)$. But then $C^{1}$ smoothness conditions can be used to compute all other coefficients of $s$ corresponding to domain points in the ball $B(v)$. Next consider an edge $e:=\left\langle v_{1}, v_{2}\right\rangle$ of $\Delta$ with midpoint $v_{12}$. We already know the coefficients $c\left(v_{1}, v_{12}\right)$ and $c\left(v_{2}, v_{12}\right)$, and by $C^{1}$ smoothness, we can now compute $c\left(v_{12}\right)=$ $\left(c\left(v_{1}, v_{12}\right)+c\left(v_{2}, v_{12}\right)\right) / 2$. By the definition of $\mathcal{M}$, we have set $c\left(v_{12}, u_{3}\right)$ and $c\left(v_{12}, u_{4}\right)$ for some tetrahedron $T_{e}:=\left\langle v_{1}, v_{2}, v_{3}, v_{4}\right\rangle$. But then using the $C^{1}$ smoothness conditions we can compute all other coefficients of $s$ corresponding to domain points in the ball $B\left(v_{12}\right)$. We repeat this process for every edge of $\triangle$.

Now let $F:=\left\langle v_{1}, v_{2}, v_{3}\right\rangle$ be a face of $\Delta$, and let $T_{F}$ be the tetrahedron appearing in the definition of $\mathcal{M}_{F}$. Consider the three vertices of the form $d_{j}^{i}$ that lie in $F$. Using the first formula in Step 6 of the proof of Theorem 4.1, we can compute $c\left(u_{4}\right)$, where $u_{4}$ is the centroid of the face $F$. We have already computed the coefficients $c\left(u_{4}, v_{12}\right)$ and $c\left(u_{4}, v_{13}\right)$ in the previous step. By the definition of $\mathcal{M}_{F}$, we have set $c\left(u_{4}, w_{F}\right)$, where $w_{F}$ is the centroid of the tetrahedron $T_{F}$. From these four coefficients, we can now use $C^{1}$ smoothness to compute all coefficients of $s$ corresponding to the remaining domain points in $B\left(u_{4}\right)$. Similarly, for each of the points $d_{4}^{1}, d_{4}^{2}, d_{4}^{3}$ on $F$ we can compute all coefficients in the balls $B\left(d_{4}^{i}\right)$ for $i=1,2,3$.

At this point we have computed enough coefficients to be able to apply Theorem 4.1 to each tetrahedron in $\Delta$, and by the theorem all remaining coefficients of $s$ are determined. This proves that $\mathcal{M}$ is a determining set. To show that is a minimal determining set, we need only show that $s$ is $C^{1}$ at every vertex of $\triangle_{M}$. We have already shown this for vertices of $\triangle$, the midpoints of edges of $\Delta$, the centroids $u_{F}$ of each face, and the points $d_{4}^{1}, d_{4}^{2}, d_{4}^{3}$ on each face. Any other vertex $v$ of $\triangle_{M}$ is inside a tetrahedron $T \in \Delta$, and Theorem 4.1 guarantees that $s$ is $C^{1}$ at $v$.

To establish (5.1), we use the fact (see [4]) that the dimension of $\mathcal{S}_{2}^{1}\left(\Delta_{M}\right)$ is equal to the cardinality of the MDS $\mathcal{M}$, which is easily seen to be given by the stated formula.

## 6. Hermite interpolation

As in the previous section, let $\triangle_{M}$ be the result of applying the splitting process of Section 3 to each tetrahedron $T$ of an arbitrary tetrahedral partition $\Delta$ of a polyhedral domain $\Omega$. In Theorem 4.2 we showed that there is a natural Hermite interpolant associated with the macroelement $\mathcal{S}_{2}^{1}\left(T_{M}\right)$. We now establish the analogous result for the full macro-element space $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$. For each edge $e$ of $\triangle$, let $D_{e, 1}$ and $D_{e, 2}$ be the directional derivatives associated with two orthogonal unit vectors lying in a plane perpendicular to $e$. Let $m_{e}$ be the midpoint of the edge $e$. For each face $F$ of $\Delta$, let $D_{F}$ be the directional derivative corresponding to a unit vector perpendicular to $F$. Let $d_{F, 1}, d_{F, 2}, d_{F, 3}$ and $u_{F}$ be the vertices of $\Delta_{M}$ of the form $d_{j}^{i}$ and $u_{k}$ that lie on $F$.

Theorem 6.1. Suppose $f \in C^{1}(\triangle)$. Then there exists a unique $s_{f} \in \mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$ such that
(1) $D^{\alpha}{ }_{s_{f}}(v)=D^{\alpha} f(v)$, for all $0 \leq|\alpha| \leq 1$ and $v \in \mathcal{V}$,
(2) $D_{e, j} s_{f}\left(m_{e}\right)=D_{e, j} f\left(m_{e}\right)$, for $j=1,2$ and all $e \in \mathcal{E}$,
(3) $D_{F} s_{f}\left(d_{F, j}\right)=D_{F} f\left(d_{F, j}\right)$, for $j=1,2,3$ and all $F \in \mathcal{F}$,
(4) $D_{F} s_{f}\left(u_{F}\right)=D_{F} f\left(u_{F}\right)$, all $F \in \mathcal{F}$.

Proof. It is easy to check that the number of interpolation conditions equals the dimension of $\mathcal{S}_{2}^{1}\left(\Delta_{M}\right)$. For each tetrahedron $T$ of $\Delta$, we can use the data given here to compute the Hermite data needed to apply Theorem 4.2.

Theorem 6.1 implicitly defines a nodal minimal determining set for $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$. The construction also insures that this nodal minimal determining set is local and stable in the sense of Definition 17.21 of [4]. But then the results of Section 17.7 of [4] give us the following error bound for the Hermite interpolant of Theorem 6.1, where as before $|\Delta|$ is the mesh size of $\Delta$.

Theorem 6.2. There exists a constant $K$ such that for every $f \in C^{m+1}(\Omega)$ with $0 \leq m \leq 2$,

$$
\left\|D^{\alpha}\left(f-s_{f}\right)\right\|_{\Omega} \leq K|\Delta|^{m+1-|\alpha|}|f|_{m+1, \Omega}
$$

for all $|\alpha| \leq m$. If $\Omega$ is convex, then the constant $K$ depends only on the smallest solid and faces angles in $\triangle$, while if it is nonconvex, then $K$ may also depend on the Lipschitz constant of the boundary of $\Omega$.

## 7. Remarks

Remark 1. Peter Alfeld has written a Java program which is extremely useful for experimenting with trivariate spline spaces. Using exact arithmetic, it can compute the dimension of trivariate spline spaces and help find minimal determining sets. The code can be downloaded from www.math.utah.edu/ pa . We have used the program to help design our element, and also to verify its correctness.

Remark 2. The well-known Euler relations (see [4]) for a tetrahedral partition state that $n_{T}=$ $n_{E_{I}}+n_{V_{B}}-n_{V_{I}}-3=n_{F_{I}} / 2+n_{F_{B}} / 4, n_{E_{B}}=3 n_{V_{B}}-6$, and $n_{F_{B}}=2 n_{E_{B}} / 3$, where $n_{T}$ is the number of tetrahedra in the partition, and $n_{V_{B}}, n_{V_{I}}, n_{E_{B}}, n_{E_{I}}, n_{F_{B}}, n_{F_{I}}$ are the numbers of boundary and interior vertices, edges, and faces, respectively. These formulae can be used to check the counts given in Lemma 3.2.

Remark 3. The split of a tetrahedron $T$ into 24 subtetrahedron obtained by performing a Powell-Sabin-6 split of each face and then connecting all resulting vertices on the faces to the centroid of $T$ was introduced in [8], where it was called a Powell-Sabin split. Here we follow [4] where it is renamed the Worsey-Piper split.

Remark 4. It remains open whether it is possible to construct a comparable $C^{1}$ quadratic spline macro-element defined on arbitrary tetrahedral partitions with fewer tetrahedra. However, after an extensive study of various possibilities, we conjecture this is impossible.

Remark 5. A close examination of the proofs shows that the minimal determining set $\mathcal{M}$ in Theorem 4.1 is local and stable in the sense of Section 17.3 of [4]. But then the results of Section 17.4 of [4] can be applied to obtain the $L_{q}$ approximation power of the space $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$. Moreover, the $\mathcal{M}$-basis introduced in Theorem 17.16 of [4] provides a stable 1-local basis for $\mathcal{S}_{2}^{1}\left(\triangle_{M}\right)$.
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